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Abstract

In the modern era, our understanding of solar and stellar physics has evolved dramati-
cally, driven by both observational advances and sophisticated modelling techniques. One
of the most dynamic and consequential aspects of solar and stellar behavior is their mag-
netic activity, which manifests through various energetic phenomena such as flares, coronal
mass ejections (CMEs), and high-speed solar wind streams. These events have a profound
impact on the upper atmospheres of planets, including Earth, and shape the radiation en-
vironment of the heliosphere. Collectively, their influence is recognized as space weather,
which can disrupt satellite operations, navigation systems, communication infrastructure,
and even power grids on Earth. Therefore, understanding the solar cycle is essential for
anticipating space weather risks. Understanding the underlying mechanisms that govern
solar magnetic activity also offer fundamental insights on the behaviour of the magnetized

plasma in cosmos.

The Sun, being the nearest star to Earth, serves as an exceptional laboratory for in-
vestigating the detailed physics of magnetic cycles that are believed to operate in other
solar-like stars. Solar magnetic activity is intimately linked to the approximately 11-year
sunspot cycle, a visible manifestation of the Sun’s internal magnetic dynamo. For ex-
ample, solar energetic events are far more frequent and intense during solar maximum,
when the Sun’s magnetic field is most dynamic and complex, and sunspot numbers peak.
During this phase, the increased number of active regions and magnetic field reconfigura-
tions enhances the likelihood of explosive energy release through reconnection processes.
Conversely, during solar minimum, such energetic events become rare due to the Sun’s
relatively stable and weaker magnetic configuration. Since the number of sunspots varies
cyclically, accurately predicting the strength and timing of future solar cycles is crucial, as

the amplitude of the sunspot cycle changes from one cycle to the next. However, despite
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significant progress, reliable prediction of solar cycle strength remains a long-standing
challenge in solar physics. The challenge arises due to the nonlinear and stochastic nature
of the solar dynamo process, which operates within the Sun’s interior and on its surface.
This brings forward a fundamental question: What drives the irregularities and variability
observed in the solar cycle? Understanding this would not only aid in predicting solar
activity but may also shed light on how magnetic variability influences the structure and
dynamics of the heliosphere — the vast bubble carved out by the solar wind in the interstel-
lar medium. It is to be noted that variability in the solar magnetic field affects the total and
open solar magnetic flux, which in turn modulates cosmic ray fluxes reaching Earth and

influences long-term space weather conditions.

Another important aspect of understanding the Sun’s dynamics is that the generation
and evolution of the Sun’s magnetic fields are governed by complex interactions between
plasma flows and magnetic fields within its convective zone and across the solar sur-
face. Key processes such as differential rotation, meridional flow, and turbulent convective
motions redistribute magnetic flux on the surface, leading to observable large-scale pat-
terns such as the emergence of bipolar magnetic regions (BMRs) and polar field reversals.
Studying these surface processes and their coupling with the solar atmosphere is critical to

decoding the observed behavior of the Sun.

This doctoral research focuses on understanding these magnetic processes through a
combination of observational data analysis, analytical theory, and advanced numerical
modelling techniques. In particular, we have developed and employed a data-driven Sur-
face Flux Transport (SFT) model, named SPhoTraM, to simulate the long-term evolution
of the solar surface magnetic field. This model helps in probing the origin of solar cycle
variability, predicting polar field buildup, and evaluating solar cycle precursors. Further-
more, by coupling SFT simulations with the coronal magnetic field model, such as the
full Magnetohydrodynamic (MHD) model or the Potential Field Source Surface (PFSS)
extrapolation technique, we have investigated how photospheric field distributions affect

the global coronal structure and the heliospheric magnetic field.

We begin this thesis with Chapter 1, which provides a brief introduction connecting
the Sun’s interior to the outer heliosphere, highlighting the physical processes behind the

Sun’s variability as reflected in observations.



In Chapter 2, we present the numerical models employed to address the various sci-
entific questions explored in this thesis. The chapter primarily focuses on the development
of the data-driven surface flux transport model, SPhoTraM, along with an extensive pa-
rameter space study to investigate the underlying physics captured by the SFT framework.
Additionally, we provide an overview of coronal magnetic field extrapolation techniques,
including the Potential Field Source Surface (PFSS) model and the Alfvén Wave Solar
Model (AWSoM), as well as a brief introduction to solar dynamo models, discussing key
parameters and boundary condition implementations. These models are important tools

for studying the Sun’s interior, surface and atmosphere as well.

Chapter 3 introduces an algebraic method for estimating the Sun’s axial dipole mo-
ment using historical sunspot observations. Using this approach, we reconstruct the dipole
moment over the past century and demonstrate its potential for forecasting future solar
cycle strength, which we apply in the case of Solar Cycle 25. Notably, this simplified ana-
lytic framework reinforces the significance of the Babcock—Leighton mechanism, offering
a more efficient and less parameter-dependent alternative to complex numerical simula-

tions.

In Chapter 4, we demonstrate that even a small fraction of anomalous sunspots —
particularly anti-Hale regions, which exhibit polarity orientations opposite to the standard
Hale’s law, and anti-Joy regions, which possess abnormal tilt angles — can significantly
influence the evolution of the polar flux and the solar axial dipole moment, thereby affect-
ing the amplitude of the subsequent solar cycle. We also investigate various emergence
statistics by altering the spatio-temporal distribution of these anomalous active regions to

identify which types exert the greatest impact on solar cycle variability.

Chapter 5 investigates the physical basis behind the sharp fall from Solar Cycle 19 to
20 and finds that stochastic variations in tilt and polarity of sunspot emergences can fully
explain extreme solar variability. It also establishes that the stochasticity is the primary

driver of solar cycle irregularities over the centennial timescales.

In Chapter 6, we address the question, which polar precursor — hemispheric polar flux
or the global axial dipole moment — better predicts the solar cycle. Using century-scale
solar cycle simulations and observational data, we find that the axial dipole moment con-

sistently serves as a more reliable candidate for solar cycle forecasting (both in amplitude
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and peak timing) over the polar flux.

Chapter 7 demonstrates that polar filaments, which trace the evolution of the Sun’s
large-scale magnetic field, can serve as reliable precursors to polar flux and thereby the
strength of future solar cycles. This study also establishes a clear connection between the
temporal variations of polar filaments and the Babcock—Leighton (BL) process, highlight-
ing their role in the surface field evolution that governs solar cycle modulation.

Chapter 8 investigates whether the large-scale coronal magnetic field retains memory

during the period of solar maximum, when solar activity is at its peak. To examine this, we
utilize the event of the total solar eclipse on April 8, 2024, to validate our magnetic field
predictions obtained from the Surface Flux Transport Model (SPhoTraM) coupled with
the coronal magnetic field model (AWSoM). The comparison reveals that the large-scale
coronal structure preserves its magnetic memory even near the solar maximum.
Finally, in Chapter 9, we reconstruct a century-long time series of the open solar flux
by coupling SPhoTraM with the PFSS extrapolation model and dynamically adjusting the
source surface height to optimize the interplanetary magnetic field variations with in situ
data. This work addresses the open solar flux problem directly and reveals the decline of
open flux after Cycle 21 and the end of the Modern Grand Maximum.

In a nutshell, in this thesis, we primarily explore the physical basis of the variations
in the Sun’s magnetic output and how these variations influence interplanetary space.
Together, these efforts contribute to the development of tools for solar cycle prediction,
deepen our understanding of the physical processes driving the solar dynamo, improve our
ability to model and understand the Sun’s corona, improve the reconstruction of open solar
flux, and ultimately strengthen our capacity to forecast space weather events.

It is noted that Chapters 3 through 9 (except Chapter 7) of this thesis present the
primary outcomes of the research work and are directly adapted from the author’s
published and submitted research manuscripts. Chapter 7 is based on collaborative
research, and only the portions corresponding to the author’s specific contributions

are included in this thesis.
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Differential rotation profile of the Sun. The first panel shows the mean so-
lar rotation profile obtained from (a) GONG and (b) HMI data, where the
overlaid contours represent lines of constant angular velocity. The mid-
dle panel displays radial cuts of rotation rate at fixed latitudes, highlight-
ing how rotation varies with depth. Credit: Kichatinov (1990). The third
panel presents the surface differential rotation profile measured using fea-

ture tracking techniques, based on data from Snodgrass and Ulrich (1990).

Meridional flow profile of the Sun. The first and second panels show the
latitudinal component of the meridional flow inferred from time-distance
local helioseismology. These measurements were obtained by Zhao et al.
(2013) using SDO/HMI data (2010-2012) and by Gizon et al. (2020) us-
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northward and southward flows. The third panel presents average merid-
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Solar granulation and supergranulation. The first panel shows a high-
resolution image of the Sun’s surface taken at a wavelength of 789 nm
using the Daniel K. Inouye Solar Telescope (NSO/AURA/NSF). The im-
age reveals the granulation pattern—cell-like structures known as gran-
ules, ranging in size from approximately 30 to 1500 km. The second panel
presents a schematic cross-section of a granule, illustrating the convec-
tive motion: hot plasma rises at the center of granules (orange region)
and cools as it sinks down along the darker intergranular lanes (brown re-
gion). Credit: Dalal et al. (2023). The third panel displays a Dopplergram
revealing the supergranulation pattern on the solar surface, captured by
SOHO/MDI (ESA/NASA). Supergranules are larger convective cells, typ-
ically around 30,000 km in diameter, and are visible through horizontal

flow patterns in Doppler velocity maps. . . . . ... ... ... .....

Sunspot structure and solar activity over Solar Cycle 24. The left panel
illustrates the internal structure of a sunspot, highlighting features such
as the dark umbra, the surrounding penumbra, granule and intergranular
lane. Credit: NASA. The right panel shows the evolution of solar activity
throughout Solar Cycle 24, composed of a series of X-ray Telescope (XRT)
images taken annually since 2008. This sequence, captured by the Hinode
Observatory, reveals changes in coronal brightness and complexity as the

cycle progresses. . . . ... ...

Magnetic field associated with sunspots. The first panel shows an HMI
magnetogram of the solar surface during the minimum of Solar Cycle 25,
observed on June 10, 2020. The second panel presents a magnetogram
from the maximum phase of Cycle 25, taken on July 1, 2025. In both
panels, red—yellow colors indicate regions of negative magnetic polarity,

while blue—green colors represent positive magnetic polarity. . . . . . . .
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Sunspot time series. The black curve represents the reconstructed sunspot
number (Usoskin, 2023) over the past several centuries, while the red curve
shows the observed sunspot number from the SIDC/SILSO database. The
shaded regions in different colors indicate historical grand minima—periods
when solar activity was significantly reduced, such as the Maunder Mini-
mum and Dalton Minimum. The current period is identified as the Modern

Maximum, a time of relatively high solar activity. . . . . ... ... ... 11

Magnetic Butterfly Diagram. This diagram shows the latitudinal distribu-
tion of the longitudinally averaged solar surface magnetic field over the
past five solar cycles. This average is taken over each Carrington Rota-
tion using data from SOLIS/MDI/HMI. The polar regions exhibit opposite
magnetic polarities that reverse around the time of each solar maximum,
illustrating the cyclic nature of the Sun’s magnetic field evolution. Credit:

Hathaway 2025. . . . . . . . . . . e 11

[lustration of Hale’s Polarity Rule and Joy’s Law. This cartoon depicts two
fundamental observational laws of solar active regions. Hale’s polarity rule
states that the leading and trailing sunspots in a bipolar magnetic region
(BMR) have opposite magnetic polarities, and that this polarity orientation
reverses from one solar cycle to the next and between hemispheres. Joy’s
Law describes the systematic tilt of BMRs, where the leading polarity lies
closer to the equator than the trailing polarity, with the average tilt angle

increasing with latitude. . . . . . ... ... Lo Lo 12

Plasma-f3 value in the solar interior and atmosphere. This figure is taken

from Wiegelmann et al. (2017), which is modified from Gary (2001), Fig. 3. 17

Magnetic flux tube dynamics. A magnetic flux tube rises through the solar
convection zone due to magnetic buoyancy and emerges at the photosphere
as a bipolar pair of sunspots. Image is modified from van Ballegooijen and

Mackay (2007) for better illustration. . . . . . . . .. ... .. ... ... 17
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Cartoon illustrating the solar dynamo process. The diagram shows the
conversion between poloidal and toroidal components of the Sun’s mag-
netic field. The differential rotation stretches poloidal field lines into the
toroidal direction. In the reverse direction, the regeneration of the poloidal
field from the toroidal component occurs through two mechanisms: the -
effect in the convection zone and the Babcock—Leighton (BL) mechanism
near the surface. This image is modified from Sanchez et al. (2014) for

better illustration. . . . . . . . . . . Lo

Cartoon illustrating the Babcock—Leighton mechanism. Initially, BMRs
emerge following Hale’s and Joy’s laws. Over time, the leading polarity
cancels across the equator, while the trailing polarity is transported pole-
ward by surface flows. This process reverses the existing polar field and

buildsanewdipole. . . . . . . . ... ... L .

Cartoon illustrating the flux transport dynamo model. . . . . . . .. . ..

Left panel denotes complex structure of the solar corona seen during a
total solar eclipse at solar maximum on July 2, 2019, from Chile. The
right panel denotes the complex structure of the solar corona seen during
a total solar eclipse at solar maximum on April 20, 2023, from Australia.

These images are captured and processed by Prof. Miloslav Druckmiiller.

Panel (a) and (b) show observations of the solar corona from the space-
based coronagraphs onboard SOHO. Panel (a) is from LASCO-C2, which
observes the corona in the field of view from 2.5 R, to 6 R, while Panel
(b) is from LASCO-C3, covering a wider range from 3.5 Ry to 30 Rg.
Panel (c) presents a complex coronal structure captured in the EUV 171 A
channel by SDO/AIA. Panel (d) displays the white-light observation of the
corona extending up to ~2.5 R, taken from the ground-based Mauna Loa
Solar Observatory (MLSO) using the K-Cor instrument. All four observa-

tions correspond to September 6,2022. . . . . . ... ... oL L.
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Panel (a) highlights a coronal hole located at the center of the solar disk,
marked by a dashed circle. Panel (b) illustrates a model of the Sun’s mag-
netic field, including open magnetic field lines emanating from the coro-
nal hole region (Image courtesy: SOHO, ESA and NASA; Credit: Ciec-
holewski (2015)). The bottom panel shows the structure of coronal stream-
ers and pseudostreamers, depicting the large-scale magnetic topology of

the solar corona. Credit: Scottetal. (2021) . . . . . . . . ... ... ..

Solutions to Parker’s solar wind equation. Figure adapted from Parker
(1965), showing solar wind velocity as a function of radial distance from
the Sun. The plot illustrates five possible solutions to the solar wind equa-

tion, with only the transonic solution (passing smoothly from subsonic to

supersonic speeds) representing the physically realistic solar wind outflow.

Large-scale structure of the heliospheric magnetic field and solar wind dy-
namics. (a) Schematic of the Parker spiral magnetic field structure in the
heliosphere. The red and blue lines are magnetic field lines of opposite
polarity. The Sun’s rotation causes magnetic field lines to spiral outward,
forming the Archimedean (Parker) spiral. The heliospheric current sheet
(HCS) is shown as a wavy surface (dotted dashed blue line) dividing re-
gions of opposite magnetic polarity. The dashed blue circle marks the
location of 1 AU (Earth’s orbit). (b) Interaction of high-speed solar wind
streams with the surrounding ambient solar wind. The image is taken from

von Kusserow and Marsch (2025). . . . . . . . . . . .. ... ...

A cartoon illustration of the heliosphere adapted from Owens and Forsyth
(2013). The figure shows the solar wind flowing outward from the Sun,
forming distinct regions such as the termination shock, the heliosheath,
and the heliopause — the boundary where the solar wind pressure balances

with the interstellar medium. . . . . . . . . . . . . ... ... ..
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1.22 Long-term trends and solar cycle—averaged behavior of heliospheric pa-
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2.2
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24

rameters (1964-2024). The left panels illustrate the time series of sev-

eral key parameters over six solar cycles: the interplanetary magnetic field

(IMF) strength in nanotesla (blue), solar wind speed in kms ™! (red), monthly

averaged sunspot number (magenta), and cosmic ray intensity measured in
countss~! (green). The right panels summarize cycle-by-cycle statistics.
Here, blue bars indicate the average value for each parameter during in-
dividual solar cycles, with error bars representing one standard deviation
from the mean. Red lines highlight the peak-to-valley amplitude within
each cycle. The sunspot number time series is taken from the SIDC/SILSO
database, while solar wind and IMF data are obtained from the OMNI2

dataset. . . . . . e e e

Plasm flows profile in SPhoTraM simulation. The left panel denotes the
meridional circulation profile varies along latitude, peaked at 15 ms~!.
The right panel denotes the differential rotational velcoity varies along lat-

itude with peak rotation 13.38 deg/day. . . . ... .. ... ... ....

SFT simulation. The top panels show the surface magnetic field evolution
on days 1, 90, and 240, where the bottom panel depicts the evolution on
days 500, 650, and 800, respectively, starting from an initial configuration

consisting of four BMRs, two in each hemisphere. . . . . . . . ... ...

Evolution of the hemispheric polar magnetic flux for different values of
the meridional circulation amplitude, with the diffusivity held fixed at 250
km?s~!. The left panel and the right panel show the time variation of the

northern and southern polar regions, respectively. . . . . ... ... ...

Evolution of the northern hemispheric polar magnetic flux for different
values of the diffusion coefficient, with the meridional circulation speed
amplitude held fixed at 11 m s~'. The left panel and the right panel show

the time variation of the northern and southern polar regions, respectively.
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Polar flux evolution due to variations in the emergence latitude and lon-
gitude of a single BMR. Panel (a) shows the evolution of northern polar
flux for emergence latitudes (®) ranging from 5° to 40°. Panel (b) presents
the corresponding evolution for the southern hemisphere. Panel (c) depicts
the time evolution of northern polar flux for different emergence longi-
tudes (®), varying from 20° to 330°. (d) shows the same for the southern

hemisphere. . . . . . . . . . . e

Polar flux evolution due to variations in the tilt angle, separation, and flux
content of a single BMR. Panel (a) shows the evolution of northern polar
flux for tilt angle (8) ranging from -45° to 100°. Panel (b) presents the
corresponding evolution for the southern hemisphere. Panel (c) depicts
the time evolution of northern polar flux for different polarity separation
values, varying from 0.1 x original separation to 7x original separation of
the BMR. Panel (d) shows the same for the southern hemisphere. Panel (e)
depicts the time evolution of northern polar flux for different flux content,
varying from 0.001 x original flux to 7 x original flux of the BMR. Panel

(f) shows the same for the southern hemisphere. . . . . . ... ... ...

Variation of dipole moment and hemispheric polar flux at the end of the
cycle as a function of different BMR properties. The parameters varied
include emergence latitude, emergence longitude, tilt angle, magnetic flux
content, and polarity separation. These results help assess the relative in-

fluence of each parameter on the buildup of the large-scale solar magnetic

Panel (a) shows the line-of-sight magnetic field distribution from an HMI
magnetogram. Panel (b) presents a simulated surface magnetic field map
from a solar surface flux transport (SFT) model, viewed from the plane of
the ecliptic, mimicking the Earth-based perspective. Panel (c) displays the
same simulation from a top-down (north pole) view, revealing details of
the polar cap that are not visible from the low-latitude perspective, high-
lighting the advantage of SFT modeling in capturing the full-Sun magnetic
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PESS extrapolation of the solar magnetic field during solar cycle minimum
(left panel) and maximum (right panel), using the SFT-simulated photo-

spheric magnetic field as the lower boundary condition. . . . . . ... ..

Coronal magnetic field extrapolation using two different models: the left
panel shows the PFSS (Potential Field Source Surface) extrapolation, while
the right panel displays the full MHD-based extrapolation using the Alfvén
Wave Solar Model (AWSoM). . . . . . . . .. .. .. ..

Solar dynamo simulation using the SURYA code. This meridional cut
illustrates the final state of the dynamo simulation. The left panel shows
the poloidal magnetic field, while the right panel depicts the toroidal field

strength, typically concentrated near the base of the convection zone.

Long-term solar dynamo simulation using the SURYA code. The top
panel shows the temporal evolution of the toroidal flux (red solid line) and
poloidal flux (black dashed line) near the base of the convection zone. The
middle panel displays the radial magnetic field (B,) at the solar surface,
with black and grey indicating proxies for sunspot emergence of positive
and negative polarities, respectively. The bottom panel illustrates the spa-
tiotemporal evolution of the toroidal magnetic field at the bottom of the
convection zone (BCZ), forming a solar butterfly diagram. Red and blue
indicate negative and positive magnetic polarities, respectively, in the mid-
dle and bottom panels. It is noted that toroidal flux and polar flux values

are in code UNItS. . . . . . . .. . e e

The butterfly diagram depicts the spatiotemporal changes spanning Solar
Cycles 14 to 24. This figure illustrates the evolution of sunspots across the
last 11 solar cycles, using time and latitudinal position data sourced from
the RGO/USAF/NOAA Data Centre (2023). Distinct colours are used to

differentiate between the various solarcycles. . . . . .. ... ... ...
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3.5

Time series of Dipole moment (DM) proxies ranging from solar cycle 14
to 24. In this representation, the MWO polar faculae data is depicted in
magenta (Mufioz-Jaramillo et al., 2012), Makarov’s A-t index (Makarov
et al., 2001) is shown in green, and the WSO polar field data (WSO Data
Centre, 2023) is represented in orange. All polar field data is averaged
from the northern and southern hemispheres to facilitate comparison with
the dipole moment. Additionally, red stars indicate the algebraically com-
puted ultimate dipole moment at the end of each cycle spanning solar cycle

l4tosolarcycle 23. . . . . . . .. L

Statistical correlation analysis between observational dipole moment prox-
ies and algebraic dipole moment. In Panel (a), (b), and (c), three differ-
ent databases have been considered as the observed DM proxies: MWO
polar faculae data (Mufioz-Jaramillo et al., 2012), Makarov’s A-t index
(Makarov et al., 2001), and WSO polar field (WSO Data Centre, 2023).
Cp and Cs denote Pearson and Spearman rank correlation coefficients, re-

spectively. . . . . . e e e

Statistical correlation analysis between analytically computed dipole mo-
ment of the cycle [n-1], denoted by ‘DM’ and the yearly averaged sunspot
number of the cycle [n] obtained from SILSO World Data Center (2019),
denoted by ‘N’. The scattered data points have been fitted with a linear
regression model, visually represented by the orange line. The established

relationship is expressed as follows: N=9.36 x DM +90.07. . ... ..

Solar Cycle 25 Prediction. The peak sunspot number for the last ten cycles
is calculated and depicted as red stars. This is overlaid with the yearly aver-
aged sunspot number time-series from SILSO World Data Center (2019).
Utilizing the ultimate dipole moment of cycle 24, the predicted amplitude

of solar cycle 25 is 127ﬁg, denoted by the yellow cross. . . . . ... ..
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The correlation between the algebraic dipole moment (DM) and various
properties of the Bipolar Magnetic Regions (BMRs). In Panels (a) and (b),
the correlation is observed between the total number of sunspots appear-
ing after the dipole moment reversal and the observational average polar
flux (Panel (a)) and algebraic dipole moment (Panel (b)). Similarly, pan-
els (c) and (d) illustrate the correlation between the total flux content of
all sunspots emerging after the reversal of the dipole moment and the ob-

servational average polar (Panel (c)) and algebraic dipole moment (Panel

(). e e

Panel (a): cartoon of bipolar magnetic region (BMR) with different orien-
tations and polarities in each hemisphere. Here BMR of configuration 1
follows both Hale’s and Joy’s law (H-J region); configuration 2 represents
regions which follow Joy’s law but violate Hale’s polarity law (AH-J re-
gion); configuration 3 does not follow Joy’s tilt law but obeys Hale’s law
(H-AJ region) and lastly, configuration 4 disobeys both Hale’s and Joy’s
law (AH-AJ region). Panel (b): surface magnetic field distribution ob-
served in line-of-sight magnetogram from the Helioseismic Magnetic Im-
ager (HMI) instrument on board the Solar Dynamics Observatory (SDO).
It denotes four full disk HMI magnetograms observed in Solar Cycle 24.
Panel (c): cut outs of the green box (in panel b) that serve as examples of

the four configurations (H-J, AH-J, H-AJ and AH-AJ regions). . . . . . .

Butterfly diagrams reflecting the spatio-temporal variability of the distribu-
tion of anomalous regions. Histograms of phase distributions and latitude
distributions are plotted on the top axis and right axis respectively in each
subplot. Top panel reflects the distribution where 5% anomalous regions
are spread all over the cycle. The next panel constitutes the diversity in
emergence phase of the anomalous active regions — (1), (2) and (3) dic-
tate population dispersed at initial phase, middle phase and the declining
phase, respectively. Third panel denotes the high, mid and low latitude

distributions (4, 5 and 6, respectively). . . . . .. .. ... ...
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Time variation of axial dipole moment over two solar cycles including 5
% of four differently configured BMRs. Green and pink curves denote the
axial dipole moment evolution of configuration 1 and configuration 4 (AH-
Al), respectively. Orange and blue curves represent the time evolution of

dipole moment for configuration 2 (AH-J) and 3 (H-AJ) respectively. . . .

Time evolution of the surface magnetic field (B,) for different configura-
tions. Here configuration 1 stands for H-J bipolar magnetic region (BMR),
and configurations 2, 3, and 4 indicates the anomalous regions (mentioned
in Figure 4.1). SFT simulations are performed for these four initial config-
urations, and the evolved magnetic field configuration on day 1, 25 and 50

are shown in the left, middle and right panels, respectively. . . . . . . ..

Butterfly diagram of the surface magnetic field (B,) for configuration 1 and
configuration 2. Panel (a): represents the butterfly diagram of H-J regions.
Panel (b): shows the butterfly diagram of 95 % H-J regions with 5 % AH-J
regions. Cyan circles represents the AH-J regions distributed all over the
solar cycle. Yellow line in both plots depict the reversal timing of the polar
field. Black solid and black dashed lines represent positive and negative
polarities respectively. Blue arrow in Panel (a) denotes the newly built up
polar field region, whereas blue box indicates the opposite polarity surges
for H-J BMRs. On the other hand shorter blue arrow in Panel (b): reflects
the accumulation of lesser amount of negative flux during the end phase of
the cycle. Blue box indicates the missing opposite polarity surges in the

samepanel. . . .. ...
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4.6 Time evolution of axial dipole moment over 22 years incorporating a varia-

4.7

tion in the number and flux content of the AH-J regions only in the second
cycle. Here the variation in number and flux is mentioned as %number-
9oflux. Orange (5 %-5 %) and dark-orange (10 %-5 %) curves depict the
time evolution of dipole moment with AH-J regions having 5 % flux but 5
9% and 10 % in number respectively. Violet (10 %-10 %) and dark-violet
(5 %-10 %) curves represent AH-J regions having 10% flux but 5 % and
10 % in number respectively. Green curve denotes the corresponding re-
sult for 100% H-J regions. Panel (a): represents the simulation with single
realization. Panel (b): depicts the simulations with 20 random realizations

for 10 %-10 % and 5 %-10 o cases. . . . . . . . . . . . ... ... ...

Variation in the time series of the dipole moment (only for the second
cycle in the simulation) with different distribution of anomalous (AH-J)
regions shown in 4.2. Panel (a): represents the dipole moment evolution
of different phase distributions. The effect of AH-J regions having more
density near the starting of the cycle, middle of the cycle and the end of
the cycle on the dipole moment is denoted by violet, grey and red curves,
respectively. Panel (b): pink, light blue and dark green curves depict the
dipole moment evolution for AH-J regions emerging in high, mid and low
latitudinal positions, respectively. In all of these plots, green and orange
curves represent H-J and AH-J, respectively. Panel al, bl and a2, b2 are
the cut out regions of panels a, b highlighted in cyan and violet, respec-
tively. These sub-panels portray the delay in time-reversal near the cycle
maximum and the decrement of dipole moment/polar flux at the minimum
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Qualitative comparison of net change in solar dipole moment in our SFT
simulation with the mathematical approximations. Panel (a): depicts the
latitudinal (1) dependency of different analytical functions contributing to
the ultimate dipole moment. High, mid and low latitudinal regions are de-
noted by cyan, violet and yellow. Panel (b): change in dipole moment (A
DM) of our simulations(violet traingles) are compared with the mathemat-
ically derived approximated values (orange circles) for six different cases

labelled on the horizontal axis. . . . . . . . . . . . . . . ... ... ...

The top panel illustrates the latitudinal distribution of anomalous ARs
(both anti-Hale and anti-Joy regions) for solar cycle 18 (filled histogram)
and solar cycle 19 (solid histogram). The bottom panel displays the flux
distribution of anomalous sunspots, with red filled and solid histograms
representing the flux throughout the sunspot cycles 18 and 19, respectively.
For clarity and better visualization, the x-axis in this panel is on a logarith-

micscale. . . ...

The left panel presents surface vector potential at the minima of solar cycle
16 (begining of cycle 17) from SPhoTraM simulation (AP denoted by red
curve) and from dynamo run (AP denoted by black dashed line). The right

panel shows the latitudinal correction function (0). . . . . ... . ...

The top panel illustrates the variations in the optimized simulated polar
flux (solid curves) alongside the observed polar flux obtained from the
MWO polar faculae database (dashed curves) for solar cycles 15 to 23. The
red and blue curves represent the Northern and Southern hemispheres, re-
spectively. Additionally, the black/grey curve in the same panel depicts
the total yearly/monthly averaged unsigned sunspot flux, derived from
the RGO/USAF/NOAA database. The bottom panel presents the time-
latitudinal distribution of the radial magnetic field (B;) based on the opti-
mized simulation. Here, yellow and blue shades indicate magnetic fields

of positive and negative polarity, respectively. . . . . .. ... ... ...
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5.4 The violet curve represents the total yearly averaged unsigned sunspot flux

5.5

6.1

6.2

from solar cycle 16 to 24, derived from the USAF/RGO/NOAA database.
The orange curve indicates the total unsigned flux simulated using the dy-
namo model (refer 5.2.2), driven by the poloidal field generated by the
SPhoTraM model. A Pearson correlation coefficient of 0.93, calculated
with a 99% confidence level, highlights the strong agreement between the

observed and simulated flux strengths at cycle maxima. . . . . ... ...

Top panel denotes correlation between the flux-weighted tilt coefficient
multiplied by total flux (®T,) for the n™ solar cycle and the observed av-
erage polar flux at the end of the same cycle. This correlation is estimated
using the sunspot database without incorporating stochasticity. Bottom
panel illustrates correlation between the T and two quantities at the end
of the same solar cycle (n): (i) the dipole moment simulated by SPhoTraM
simulation (left x-axis, red circles), and (i1) the observed average polar
flux (right x-axis, magenta squares). These correlations are estimated after
incorporating stochasticity in the sunspot emergence statistics. The grey

dashed lines in both panels represent the best-fit linear regressions. . . . .

Time evolution of the Northern Hemisphere (NH) polar flux and NH sunspot
area (top), Southern Hemisphere (SH) polar flux and SH sunspot area
(middle), and the axial dipole moment and total sunspot area (bottom) from
solar cycles 15 to 24. The filled curves denote the sunspot area (SSA) in
each panel, while the solid and dashed lines represent the simulated and

observed polar flux or dipole moment, respectively. . . . . .. ... ...

Cross-correlation r(7) between the poloidal field and sunspot area (SSA)
time series. The left and right panels correspond to the simulation and
observation, respectively. Red, blue, and black curves represent the North-
ern Hemisphere polar flux, Southern Hemisphere polar flux, and the axial
dipole moment. The maximum absolute values of r are indicated by boxes

(simulation) and circles (observation). . . . . . ... ... ... .....
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7.1

Wavelet coherence analysis between the sunspot area (SSA) and the North-
ern Hemisphere polar flux (panel a), Southern Hemisphere polar flux (panel
b), and axial dipole moment (panel c). The first row shows the simulated
and observed time series, identical to those in Figure 6.1. The second
row presents the wavelet coherence between each pair of series, where
color indicates the coherence strength (see color bar), arrows represent the
phase relationship, and the white-shaded region marks the cone of influ-
ence. Black contours enclose regions of statistically significant coherence
(p < 0.01). The yellow dashed line denotes the 11-year periodicity. The
third and fourth rows show the temporal evolution of the time lag and phase

relationship, respectively. . . . . . .. ... oo oL

Pearson and Spearman correlation coefficients between different polar pre-
cursors (hemispheric polar flux and axial dipole moment) and the corre-
sponding sunspot area (SSA) time series. Each panel represents a specific

precursor relationship described in subsection 6.3.2 (see text for details). .

Top panel: The red curve shows the total polar filament area over solar
cycles 16-21, and the black curve represents the corresponding sunspot
area (Mandal et al., 2020). Light red and black lines denote Carrington-
rotation and monthly averages, while darker lines indicate 13-month run-
ning means. The yellow and blue dotted-dashed curve shows the northern
and southern polar flux from the data-driven optimized SFT model. Green
dashed lines mark polar field reversals. Bottom panel: Spatio-temporal
evolution of the radial magnetic field (B,) from solar cycles 16-21, gen-
erated using the data-driven optimized SFT model (Pal and Nandy, 2025).
Blue and red indicate positive and negative polarities, respectively. (This
figure is adapted from Routh et al. (2025). Observational data reduction
is performed by Srinjana Routh and Subhamoy Chatterjee and the simula-

tions are by ShaonwitaPal) . . . . . ... ... ..o oo
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7.2 The left panel presents the correlation between the remnant average polar
filament area, A(An), and the polar flux amplitude at the end of solar cycle
N. The right panel shows the corresponding correlation between the rem-
nant filament length, A(Ly), and the polar flux strength at the same epoch.
Orange hexagons and Pink circles denote data points from the northern
and southern hemispheres, respectively, with the cycle number N labeled
inside each point. The black dashed lines indicate the best-fit linear re-
gressions. The analysis is performed using both observed polar faculae
data (top panel) and simulated results from the SPhoTraM (SFT) model
(bottom panel). (This figure is adapted from Routh et al. (2025). Ob-
servational data reduction is performed by Srinjana Routh and Subhamoy

Chatterjee and the simulations are by ShaonwitaPal) . . . .. ... ... 145

8.1 The first panel shows the SPhoTraM-simulated photospheric magnetic field
map for the solar eclipse of 08 April 2024. The last active region included
in the simulation was inserted on 01 April 2024, one week prior to the
eclipse, making this a forward prediction. The second panel presents the
HMI synoptic map observed on the actual eclipse day, 08 April 2024. In
both panels, red and blue correspond to negative and positive polarities,
respectively. The solid black dashed line denotes the central meridian, and
the yellow/magenta dashed lines indicate the Sun’s visible east/west limb,
respectively. In the HMI map (second panel), the boxed regions highlight
newly emerged active regions that were absent in the SPhoTraM prediction
due to the earlier prediction. For instance, boxes 1-4 correspond to new
sunspots NOAA 13628, 13632, 13633, and 13627. Both these maps are
correctly aligned to fix the center at observed central meridian longitude

for better comparison. . . . . . . . ... e e 155
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8.2 Panel (a) and (b) illustrates the simulated coronal number density distri-

8.3

8.4

bution and the current density distribution from the surface flux transport
coupled coronal magnetic model (SPhoTraM-AWSoM). Panel (c) repre-
sents the white light eclipse image taken by Petr Horalek, from Durango
Mexico. To ensure proper alignment, all of these images are rotated to

present the solar north-up view. . . . . .. .. ... ... ........

The top panel illustrates the SPhoTraM-simulated surface magnetic field
map on the day of the eclipse. Panel (a) corresponds to the scenario where
the last active region (AR) is inserted one week prior to the eclipse, fol-
lowed by emergence-free SFT evolution until the eclipse day. Panels (b)
and (c) depict similar simulations, but with the last AR introduced one Car-
rington rotation (CR) and two CRs before the eclipse, respectively. The
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Chapter 1

Introduction

Figure 1.1: This image represents a 10th-century basalt sculpture of Surya, the Hindu Sun God,
crafted in Bihar. Now it is displayed at the Indian Museum, Kolkata, India. Credit: Wikipedia

“Om Jaba Kusuma Sankaasham Kashyapeyam Mahadyutim,

Tamorim Sarva Paapagnam Pranatosmi Divakaram.”

This mantra is the ancient Surya Pranam, a salutation to the Sun which says — I bow to
the Sun, who is radiant like the hibiscus flower, full of great light and energy, the destroyer
of darkness and the remover of all sins — the divine maker of the day.” Since ancient
times, people across different cultures — Indians, Greeks, Egyptians, and Romans — have

worshipped the Sun as a powerful life-giving force, long before science could explain
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why. Figure 1.1 shows a historical 10th-century statue of the Sun, revered as a deity, now
preserved and displayed at the Indian Museum in Kolkata. In Vedic philosophy, the Sun
has been worshipped as the dispeller of darkness (tamaso ma jyotir gamaya), symbolizing
both physical light and the illumination of knowledge. Based on modern science, today
we understand that the Sun is indeed the ultimate source of light and energy, sustaining all
forms of life on Earth, that the Sun is not just a symbol of divinity, but a real powerhouse in
the sky. It is a G-type main-sequence magnetic star — a giant glowing ball of hot plasma
held together by gravity, where nuclear fusion in its core produces the energy that lights
and warms our planet. Despite being just an ordinary star among billions in the galaxy,
the Sun plays an extraordinary role in sustaining life on Earth and driving the dynamics of
our solar system. To truly understand how the Sun functions — from the energy produced
deep in its core to the solar wind that blows past Earth — we must explore its internal
and external structure and the physical processes within. In this Chapter we summarize
phenomenological aspects of diverse domains of the Sun which sustain a range of dynamic
activity explored in this thesis.

Particularly in this thesis, we explore the origin of solar magnetic variability in the
Sun’s near-surface layers and its interior, its influence on solar coronal structure, to its
modulation of the heliospheric open flux. Since these phenomena span multiple layers and
physical domains of the Sun, the following sections of this introduction provide a concise
synopsis of the relevant background necessary to appreciate the context and motivation of

the work presented in this thesis.

1.1 The Sun: Understanding its Structure and Plasma

Flows

1.1.1 Internal and External Structure of the Sun

The Sun’s structure is broadly divided into two main domains: the internal (or interior)
structure and the external (or atmospheric) structure. The layers of the Sun are depicted in
Figure 1.2. Internally, the Sun consists of four primary layers: the core, the radiative zone,

the tachocline, and the convective zone. The core (0 —0.25 R,) is the site of thermonuclear
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Figure 1.2: A cartoon image of the internal and external structure of the Sun. Credit: Science-
facts.net
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fusion where hydrogen nuclei combine to form helium, releasing enormous amounts of
energy primarily in the form of gamma-ray photons, neutrinos, and the kinetic energy of
helium nuclei and positrons.

Surrounding the core is the radiative zone (0.25 — 0.70 Rs), where energy is trans-
ported outward via radiative diffusion. Photons in this region scatter countless times, tak-
ing thousands to millions of years to escape. Beyond this lies the convective zone (0.70
— 1.0 Ry), extending up to the visible surface (the photosphere). Here, energy is carried
outward by convective motions of hot plasma, forming dynamic structures like granules
and supergranules. In the interface between the radiative and convection zone there is a
thin, shear layer, known as the tachocline (~ 0.695R: — 0.725R). Here, the transition
from rigid-body rotation in the radiative zone to latitudinal differential rotation in the con-
vection zone results in strong shear, believed to amplify toroidal magnetic fields, critical
in the solar dynamo process.

Externally, the Sun’s structure includes the photosphere, chromosphere, transition re-
gion, and corona. The photosphere is the visible surface of the Sun, from which most of
the Sun’s light is emitted. Above this layer lies the chromosphere, a region of increasing
temperature that emits strongly in certain spectral lines, such as Ha. The outermost layer,
the solar corona, extends millions of kilometers into space and is characterized by its ex-
tremely high temperatures (several million Kelvin), although it is much less dense. The
corona is the source of the solar wind and is strongly structured by the Sun’s magnetic field,
giving rise to features such as coronal loops and helmet streamers. Together, the internal
and external layers of the Sun form a complex, dynamic system governed by the interplay
of plasma physics, thermodynamics, and magnetohydrodynamics, which ultimately drive

solar variability and impact the entire heliosphere.

1.1.2 Plasma Flows in the Solar Interior

The solar interior is a dynamic environment filled with highly ionized plasma. Unlike the
solid or liquid interiors of terrestrial planets, the Sun’s interior is composed of an elec-
trically conducting fluid medium, which supports complex and large-scale flow patterns.
These plasma flows play a fundamental role in the transport of energy and magnetic flux,

as well as in the operation of the solar dynamo — the process that sustains the Sun’s mag-
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netic activity cycle. There are three main types of plasma flows that dominate the solar

interior: differential rotation, meridional circulation, and convective turbulence.

tachocline NSSL

1.0

N 480
08 GONG 3.0
470 460 § DOPPLER
S 28 FEATURES
440 | 3
440 a
&
420
= ~ g 26}
T z =
04 06 08 10 |[4102 = 400 b /__ MAGNETIC
1.0 8 s = FEATURES
@ < 3807 W24t
0.8 HMI 380 [
n
0.6 360 =
22
350 & L
0.4 3404 '5
&
320 2.0 N N . s L
- - - - -90 -60 -30 o 30 60 90
04 06 08 10 05 06 07 08 09 10 SOLAR LATITUDE (DEGREES)

1Ro rRo

Figure 1.3: Differential rotation profile of the Sun. The first panel shows the mean solar rotation
profile obtained from (a) GONG and (b) HMI data, where the overlaid contours represent lines of
constant angular velocity. The middle panel displays radial cuts of rotation rate at fixed latitudes,
highlighting how rotation varies with depth. Credit: Kichatinov (1990). The third panel presents
the surface differential rotation profile measured using feature tracking techniques, based on data
from Snodgrass and Ulrich (1990).

Differential rotation refers to the variation in the angular velocity of the solar plasma
with latitude and depth. Helioseismic observations have revealed that the equatorial re-
gions of the Sun rotate faster (~25 days) than the poles (~35 days), and that this latitu-
dinal rotational shear persists into the convection zone (Schou et al., 1998; Paterno, 2010;
Kitchatinov, 2011; Kosovichev and Korzennik, 2023; Mahajan et al., 2024). This radial
and latitudinal shear is most pronounced at the base of the convection zone in a region
known as the tachocline — a thin, shear layer. The toroidal component of the magnetic field
generation is thought to take place throughout the solar convection zone, and then it am-
plifies and stores this field in the tachocline region (Nandy, 2002; Rempel, 2005; Miesch
et al., 2006; Muinoz-Jaramillo et al., 2009; Balbus and Latter, 2010; Charbonneau, 2020).
The differential rotation profile and its latitudinal variation inside the convection zone and

solar surface are depicted in Figure 1.3.

Meridional circulation is a large-scale flow pattern in which plasma moves poleward
near the solar surface (~ 10-20ms~!) and equatorward at the base of the convection zone.

It was first observed in the late 1970s by Howard (1979) and Duvall (1979) using feature
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Figure 1.4: Meridional flow profile of the Sun. The first and second panels show the latitudinal
component of the meridional flow inferred from time-distance local helioseismology. These mea-
surements were obtained by Zhao et al. (2013) using SDO/HMI data (2010-2012) and by Gizon
et al. (2020) using GONG data (2008-2019), respectively. Red and blue shades indicate northward
and southward flows. The third panel presents average meridional flow profiles derived from mag-
netic feature tracking using MDI and HMI data across different time periods. The red and blue
curves correspond to flow during the maxima of Solar Cycles 23 and 24, respectively. The purple
line represents the cycle minimum, and the black curve shows the average over both cycles. Image
credit: Norton et al. (2023).

tracking, decades after it was theoretically proposed by Vogt and Eddington (Eddington,
1925). Later studies and local helioseismology confirmed its peak near 30° latitude (Chen
and Zhao, 2017; Rajaguru and Antia, 2020; Gizon et al., 2020; Hanasoge, 2022). Though
its exact profile and subsurface return flow remain debated, it is widely accepted that the
flow vanishes at the equator and poles, peaking at mid-latitudes (see third panel of Fig-
ure 1.4). The circulation likely arises from a combination of Reynolds stresses, Coriolis
forces, and anisotropic convective transport, with the return flow depth estimated between
0.7 and 0.87R¢;, (Hathaway, 2012; Zhao et al., 2013). Although much slower than dif-
ferential rotational flows, meridional circulation is thought to be essential for transporting
magnetic flux across latitudes and redistributing it over the solar surface. It helps in the re-
versal and build-up of the Sun’s polar magnetic fields and modulates the solar cycle period
in flux-transport dynamo models. The meridional circulation profile and it’s latitudinal

variation inside the convection zone and solar surface is depicted in Figure 1.4.

Convective turbulence, which dominates the outer third of the solar radius, arises from
the unstable temperature gradient in the convection zone. At the solar surface, the small-
est observable scale of convection is the granular flow, consisting of cells approximately
1,000 km in diameter with lifetimes of 5—10 minutes. Each granule represents a convective

cell where hot plasma rises at the center and cooler plasma sinks along the edges, giving
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Figure 1.5: Solar granulation and supergranulation. The first panel shows a high-resolution image
of the Sun’s surface taken at a wavelength of 789 nm using the Daniel K. Inouye Solar Telescope
(NSO/AURA/NSF). The image reveals the granulation pattern—cell-like structures known as gran-
ules, ranging in size from approximately 30 to 1500 km. The second panel presents a schematic
cross-section of a granule, illustrating the convective motion: hot plasma rises at the center of gran-
ules (orange region) and cools as it sinks down along the darker intergranular lanes (brown region).
Credit: Dalal et al. (2023). The third panel displays a Dopplergram revealing the supergranula-
tion pattern on the solar surface, captured by SOHO/MDI (ESA/NASA). Supergranules are larger
convective cells, typically around 30,000 km in diameter, and are visible through horizontal flow
patterns in Doppler velocity maps.

rise to the characteristic mottled appearance of the photosphere (Dalal et al.,, 2023). A
larger convective pattern known as supergranulation spans 20,000-30,000 km and per-
sists for about 1-2 days. These flows are predominantly horizontal and help organize mag-
netic fields into the network patterns observed on the Sun (Riceutord and Rincon, 2010;
Hanasoge and Sreenivasan, 2014). These convective motions are not only responsible for
transporting energy outward but also generate the small-scale magnetic fields observed in
the quiet Sun. Additionally, turbulent convection contributes to the -effect in mean-field
dynamo theory, wherein helical flows twist and regenerate poloidal magnetic fields from
toroidal ones. Figure 1.5 denotes such granular and supergranular convective flows on the

solar surface.

Apart from the large-scale meridional circulation and differential rotation, turbulent
pumping in the solar convection zone acts as an additional mechanism of magnetic field
transport. It arises due to the interaction between small-scale convective turbulence and
the large-scale magnetic field, effectively producing a net advective transport of magnetic
flux. Turbulent pumping can have radial and latitudinal components. The radial (down-
ward) pumping tends to confine magnetic flux toward deeper layers of the convection
zone, thereby reducing magnetic diffusion losses at the surface. Meanwhile, the latitu-

dinal pumping can influence the migration of magnetic flux toward the equator or poles,
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depending on the convective structure.

1.1.3 Helioseismic Probes of the Solar Interior

Helioseismology is the study of pressure-driven acoustic oscillations (commonly called p-
modes) on the Sun’s surface, which are generated by turbulent convection beneath the pho-
tosphere ( , ; , ). These oscillations prop-
agate as acoustic waves through the solar interior and are sensitive to the Sun’s internal
structure and dynamics. By measuring the frequencies and spatial distribution of these
waves, scientists can infer properties of the solar interior — similar to how seismology re-
veals Earth’s internal structure through the study of earthquakes ( ,
).

Observationally, helioseismology involves monitoring Doppler shifts and brightness
variations on the solar surface, typically using instruments aboard space missions like
Solar and Heliospheric Observatory / Michelson Doppler Imager (SOHO/MDI) or So-
lar Dynamics Observatory / Helioseismic and Magnetic Imager (SDO/HMI), or ground-
based networks like Global Oscillation Network Group (GONG). These observations re-
veal standing wave patterns that form due to constructive interference of sound waves
trapped within the solar interior. Helioseismology has led to major breakthroughs in our
understanding of the Sun’s interior, including: 1) Determining the depth of the convection
zone (approximately 0.71Rz) ( , ), 2) Mapping the solar internal rotation
profile, which reveals differential rotation in the convection zone and nearly uniform ro-
tation in the radiative zone ( , ; , ; ,

), and 3) Identifying the tachocline region ( , )e.t.c.

1.2 Solar Magnetism: Sunspots and the Solar Cycle

Sunspots have been observed since antiquity, with early records from Chinese and Korean
astronomers noting dark blemishes on the Sun visible to the naked eye. A significant
turning point came in the early 17th century, shortly after the invention of the telescope.
In 1611, several European astronomers — including Galileo Galilei, Christoph Scheiner,

and Thomas Harriot — began detailed telescopic observations of sunspots. Initially, some
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astronomers believed these dark spots were planets transiting the Sun, such as Mercury.
Johannes Fabricius and Galileo Galilei are the first to publish observations of sunspots,
clarified that these features moved across the solar disk in a way inconsistent with planetary
orbits, establishing their solar origin. These early studies not only confirmed that sunspots

were features on the Sun itself but also provided the first evidence of solar rotation.

Solar Cycle 24

Figure 1.6: Sunspot structure and solar activity over Solar Cycle 24. The left panel illustrates
the internal structure of a sunspot, highlighting features such as the dark umbra, the surrounding
penumbra, granule and intergranular lane. Credit: NASA. The right panel shows the evolution of
solar activity throughout Solar Cycle 24, composed of a series of X-ray Telescope (XRT) images
taken annually since 2008. This sequence, captured by the Hinode Observatory, reveals changes in
coronal brightness and complexity as the cycle progresses.

Sunspots are dark, magnetically active regions on the solar photosphere that appear
darker than their surroundings due to being cooler by about 1500 K, as seen in the first
panel of Figure 1.6. Sun’s magnetism was first discovered by Hale (1908). Sunspots typ-
ically appear in bipolar pairs with opposite magnetic polarities and are manifestations of
concentrated magnetic flux tubes emerging through the convective layer to the surface.
Modern magnetograms reveal that sunspots are intensely magnetized regions, with field
strengths of up to several thousand gauss, much stronger than the quiet photosphere. Fig-
ure 1.7 shows the sunspots as bipolar magnetic regions (BMRs) on the solar surface ob-
served from HMI magnetogram.

Systematic sunspot observations began in the 19th century, with a major breakthrough
by Samuel Schwabe (1844), who, after nearly two decades of visual tracking, discovered
the number and distribution of sunspots vary over time in a quasi-periodic fashion, known
as the solar cycle, which lasts approximately 11 years (Hathaway, 2010a; Cliver, 2014).
This cycle is characterized by the gradual rise and fall of sunspot numbers, starting from a
minimum phase with few sunspots, building up to a maximum with many active regions,

and then declining again (see the second panel of Figure 1.6). Historical reconstruction
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Solar Cycle 25 minimum Solar Cycle 25 maximum

HMI magnetoga: 10.06.2020 HMI magneoram: 01.07.2025

Figure 1.7: Magnetic field associated with sunspots. The first panel shows an HMI magnetogram
of the solar surface during the minimum of Solar Cycle 25, observed on June 10, 2020. The second
panel presents a magnetogram from the maximum phase of Cycle 25, taken on July 1, 2025. In both

panels, red—yellow colors indicate regions of negative magnetic polarity, while blue—green colors
represent positive magnetic polarity.

by Wolf identified Cycle 1 (which is named arbitarily) as beginning in 1755. With time,
the scope of observations expanded to include sunspot positions, areas and numbers, now
compiled in modern datasets like RGO/USAF/NOAA Data Centre (2023), SILSO World
Data Center (2019) etc (see sunspot time serie in Figure 1.8). Beyond the regularly ob-
served sunspot databases, considerable effort has been made to reconstruct earlier solar
cycles, as illustrated in Figure 1.8. These datasets reveal variations in cycle strength and
support the identification of sunspot patterns such as the butterfly diagram, first introduced
by Edward and Annie Maunder in 1904. Observationally, the sunspots tend to emerge at
higher latitudes early in the cycle and migrate equatorward as the cycle progresses. This is
known as Sporer’s law (Ivanov and Miletsky, 2014). This equatorward migration pattern
appears as a a butterfly wing-like structure and is hence named the sunspot butterfly dia-
gram. Figure 1.9 reveals the magnetic butterfly diagram, which plots sunspot latitudes over
time. This diagram illustrates that the magnetic polarity of sunspots follows well-defined
patterns: in each hemisphere, the leading sunspot (in the direction of solar rotation) in a
bipolar pair typically maintains the same polarity throughout a cycle, with this polarity
reversing from one cycle to the next. Moreover, the polarity pattern of sunspots exhibits
hemispheric asymmetry: for a given solar cycle, if the leading sunspots in the Northern

Hemisphere possess positive magnetic polarity, those in the Southern Hemisphere will
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Figure 1.8: Sunspot time series. The black curve represents the reconstructed sunspot number
(Usoskin, 2023) over the past several centuries, while the red curve shows the observed sunspot
number from the SIDC/SILSO database. The shaded regions in different colors indicate historical
grand minima——periods when solar activity was significantly reduced, such as the Maunder Min-
imum and Dalton Minimum. The current period is identified as the Modern Maximum, a time of
relatively high solar activity.

exhibit negative polarity. This configuration reverses in the subsequent cycle, contribut-
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Figure 1.9: Magnetic Butterfly Diagram. This diagram shows the latitudinal distribution of the
longitudinally averaged solar surface magnetic field over the past five solar cycles. This average is
taken over each Carrington Rotation using data from SOLIS/MDI/HMI. The polar regions exhibit
opposite magnetic polarities that reverse around the time of each solar maximum, illustrating the
cyclic nature of the Sun’s magnetic field evolution. Credit: Hathaway 2025.

ing to the 22-year magnetic (Hale) cycle. This polarity orientation, described by Hale’s
law, implies a magnetic cycle of about 22 years (Munoz-Jaramillo et al., 2021). Addi-
tionally, Joy’s law describes the systematic tilt of bipolar sunspot pairs with respect to the
solar equator, such that the leading spot lies closer to the equator than the following one
(positive tilt in the Northern Hemisphere and negative tilt in the Southern Hemisphere)
(McClintock and Norton, 2013). A cartoon image illustrating the Hale’s law and Joy’s law
is depicted in Figure 1.10.

Figure 1.9 vividly illustrates the equatorward drift of active region belts with opposite
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Hale’s Polarity Rule
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Figure 1.10: Illustration of Hale’s Polarity Rule and Joy’s Law. This cartoon depicts two funda-
mental observational laws of solar active regions. Hale’s polarity rule states that the leading and
trailing sunspots in a bipolar magnetic region (BMR) have opposite magnetic polarities, and that
this polarity orientation reverses from one solar cycle to the next and between hemispheres. Joy’s
Law describes the systematic tilt of BMRs, where the leading polarity lies closer to the equator than
the trailing polarity, with the average tilt angle increasing with latitude.

magnetic polarities during each solar cycle (blue and yellow alternately in both hemi-
spheres). As sunspots emerge and decay, the flux of the leading polarity spots from both
hemispheres tend to migrate toward the equator (for example, yellow depicts leading po-
larity in the Northern Hemisphere in Solar Cycle 21), where they almost entirely cancel
out through cross-equatorial interaction. Meanwhile, the trailing polarity flux (blue depicts
following polarity in the Northern Hemisphere in solar cycle 21) is transported poleward
by surface flows. This high-latitude transport leads to the gradual weakening and eventual
reversal of the existing polar magnetic fields. During the first half of a cycle, the polar field
maintains the same polarity (yellow in the northern hemisphere in solar cycle 21) as the
dominant leading spot polarity, while its strength steadily decreases. Around the time of
solar maximum, the polar field reverses, and in the declining phase of the cycle, the new
polarity begins to strengthen. By solar minimum, the Sun once again attains a well-defined
dipolar magnetic configuration, but with reversed polarity compared to the previous cycle
(blue in the northern hemisphere in solar cycle 21). This cyclical process of polar field
reversal and regeneration is the hallmark of the Babcock—Leighton mechanism (Babcock,
1961; Leighton, 1969), a surface-driven dynamo process that plays a central role in the

solar magnetic cycle (Babcock, 1961; Leighton, 1969; Charbonneau and Dikpati, 2000;
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, ). The individual contributions of surface flows and active region prop-
erties in this mechanism are described in detail in later chapters.

The solar cycle is not strictly periodic; variations in amplitude and duration are evident
across centuries of sunspot records. For instance, cycle 19 (1954-1964) was among the
strongest recorded, while cycle 24 (2008-2019) was one of the weakest cycles. Extended
periods of low activity, such as the Maunder Minimum (1645-1715), as seen in Figure 1.8,
are also captured in historical sunspot archives and remain a topic of ongoing scientific

investigation.

1.3 Application of Magnetohydrodynamics to
Understand the Solar Magnetism

The Sun is made up of plasma, the fourth state of matter. What makes plasma special?
It consists of freely moving positive and negative charges, unlike a neutral gas, where the
charges are bound within atoms. Now, one might wonder: if the number of positive and
negative charges in a small volume of plasma is equal, is it not just like a non-ionized
gas? The answer is — no. Despite being quasi-neutral (overall charge-balanced), plasma
behaves very differently. In a non-ionized gas, there are no free charges, and hence no
electric currents. But in plasma, the free charges can move collectively, producing electric
currents and where there are currents, there are magnetic fields. So even though a plasma
element doesn’t build up large electric fields due to its neutrality, it can — and does —

generate large-scale magnetic fields, provided there are plasma motions.

1.3.1 Basic Equations and Physical Principles

In a plasma system, a strong magnetic field can confine charged particles within localized
regions for a sufficiently long time. This confinement allows the plasma to behave like
a continuous fluid on macroscopic scales. With this fluid-like behavior in mind, we can
couple the equations of fluid dynamics with Maxwell’s equations, giving rise to the frame-
work known as magnetohydrodynamics (MHD) ( , ). But when is the MHD
approximation valid? Let’s break it down:

(a) The plasma must behave like a single fluid, meaning charge separation is negligible.
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This condition holds when the characteristic length scale of the system is much larger than

the Debye length — the scale over which electric fields are shielded.

(b) The plasma should be non-relativistic and slowly varying in time, remaining close
to thermal equilibrium. In simpler terms, the typical timescales of the system must be

much longer than the inverse of the plasma frequency.

(c) The plasma must be globally neutral, though locally it can support currents, follow-
ing the relation J = oE, where J is the current density, o is the conductivity, and E is the

electric field.

So, atits core, MHD is the study of the interaction between plasma and magnetic fields,
and this interaction is precisely what governs much of the Sun’s dynamic behavior — from

solar cycle to the solar corona.

One of the primary components of the MHD framework is the well-known Navier—Stokes
equation (NSE), which describes the motion of a fluid under the influence of body forces,

pressure gradients, Lorentz forces, and viscous forces.

av 1 1

—+((V-V)v=F——Vp+ —jxB+vV? 1.1

Y +(v-V)v 5 p+ pc'] +vVv (1.1)
For non-relativistic plasmas, we can express Ampere’s law (neglecting the displace-

ment current) as V x B = 47” Jj which allows the magnetic force term (the third term on the

right-hand side of the velocity equation) to be written as ﬁ(v x B) x B. After expanding

this term, the velocity equation takes the following modified form:

ov 1 B>\ (B-V)B )
— 4+ (v-V)v=F—- -V — |+ —— VvV :
3 +(v-V)v=F P (p+ 87:) + inp + VvV (1.2)

This equation indicates that the magnetic force (Lorentz force) can be decomposed

. . 2 .
into two components: the magnetic pressure, represented by the term g—n and the magnetic
tension force, given by (B.V)B. The tension term represents a restoring force that acts to

straighten curved or bent magnetic field lines, much like tension in an elastic string.

Another important equation in the MHD framework is the magnetic induction equation,
which governs the evolution and transport of the magnetic field in the presence of plasma

flows. This equation is derived by combining Faraday’s law, Ohm’s law, and Ampere’s law
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(neglecting the displacement current).

%—]::VX(VXB)—H‘[VZB (1.3)

The magnetic induction equation consists of two key terms, each representing distinct
physical processes. The first term V X (v x B) acts as the source term and is primarily
responsible for the generation and evolution of the magnetic field, along with how they are
advected by the plasma flow and how they are stretched, compressed, or twisted due to ve-
locity gradients and plasma motions. The second term 11 V2B is the diffusion term, which
leads to the decay and diffusive mixing of the magnetic field, typically due to turbulent or

resistive dissipation in strongly convective systems.

1.3.2 Magnetic Field Line Freezing: Alfvén’s Theorem

The relative importance of these two terms is quantified by the dimensionless magnetic
VL
n b
length scale of the system, and 1) is the magnetic diffusivity. In astrophysical systems such

Reynolds number, defined as R, = where V is a characteristic velocity, L is a typical
as the Sun, both V and L are very large, resulting in R,, > 1. This implies that the advection
(source) term dominates over the diffusion (decay) term. Under this condition, the induc-
tion equation simplifies to ideal MHD: %—It‘ =V x (v x B). It means that in astrophysical
systems, it is easier to sustain magnetic fields. This leads to the well-known flux-freezing
theorem, or Alfvén’s theorem, proposed by the physicist Hannes Olof Gosta Alfvén. The
theorem states that for any magnetic loop moving with the plasma flow, the magnetic flux
through the surface bounded by the loop remains constant in time: % /B-dS=0

This implies that magnetic field lines are frozen into the plasma — they just move with
it. So, if a plasma column is twisted or bent, the magnetic field lines will be twisted or
bent in the same way. For his foundational contribution to MHD, Alfvén was awarded the
Nobel Prize in Physics in 1970.
In regions of low diffusivity (high R,,), the field lines are “frozen” into the plasma and
move with the flow. In contrast, diffusion dominates in high-diffusivity zones, allowing re-
connection and field annihilation. Therefore, to study a system — particularly to understand
the self-consistent generation, dissipation, transport, and evolution of magnetic fields due

to plasma motion — we must solve the full MHD equations, specifically Equations (1.2)
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and (1.3), in conjunction with three additional equations: the equation of state, the energy

equation, and the equation of continuity.

1.3.3 The Plasma-3 Parameter

It is evident that the MHD system is inherently dynamic. However, in a state of static
equilibrium, when all forces are balanced, the left-hand side of Equation (1.2), as well
as the viscous term vV?2v, vanish. Neglecting body forces for simplicity and substituting
Ampere’s law in the form V x B = 47” J, the momentum equation reduces to: Vp = ﬁ (V x
B) x B. This equation describes a balance between the thermal pressure and the magnetic
stress in a static plasma. In this context, a key dimensionless parameter is defined as the

plasma f3 parameter,
gas pressure  p

magnetic pressure B2
8w

This parameter helps determine which type of pressure dominates in a given astrophysi-
cal environment. For example, consider a magnetic flux tube embedded in a plasma. If
there is no confining force, the tube will tend to expand due to the excess internal pres-
sure. To maintain equilibrium, this expansion must be counteracted by the surrounding
gas pressure. In the solar interior, where both temperature and plasma density are high,
the gas pressure significantly exceeds the magnetic pressure — i.e., § > 1. In this regime,
the flux tube remains unstable to buoyancy. In contrast, in the solar atmosphere (e.g., the
corona), the density and gas pressure are much lower, and the magnetic pressure dominates
—1i.e., B < 1. As aresult, flux tubes in these regions may not be confined and tend to ex-
pand or diffuse. The variations of plasma-f parameter in the solar interior and atmosphere

are shown in Figure 1.11.

1.3.4 Dynamics of Magnetic Flux Tube

Inside the convection zone, at some localized regions, we find some magnetic fields are
concentrated, which are often assumed to be in a cylindrical shape and called magnetic
flux tubes. Inside this flux tube, two types of pressure exist: 1) internal gas pressure p;,
2) internal magnetic pressure p,,. To be in pressure balance condition across the bounding

surface of the flux tube, these two pressures should be balanced by the external gas pressure
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Figure 1.11: Plasma-f3 value in the solar interior and atmosphere. This figure is taken from Wiegel-
mann et al. (2017), which is modified from Gary (2001), Fig. 3.
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Buoyancy
(P e >P i)

Flux Tube Dynamics: Emergence of Bipolar

Magnetic Region

Figure 1.12: Magnetic flux tube dynamics. A magnetic flux tube rises through the solar convection
zone due to magnetic buoyancy and emerges at the photosphere as a bipolar pair of sunspots. Image
is modified from van Ballegooijen and Mackay (2007) for better illustration.
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This demands that p; > p.. If we consider ideal gas conditions, then p; = pRT and p,
= p.RT, assuming the temperature both inside and outside the flux tube is T. From this,
we can see that if the fluid inside the flux tube is lighter, it becomes buoyant. Now, in
high Reynolds number systems, such as inside the sun, the flux freezing theorem holds,
meaning that magnetic field lines move along with the fluid. As the lighter fluid rises, the
magnetic flux tube, as a whole entity, becomes buoyant and rises against gravity. This
phenomenon is depicted in Figure 1.12. During the rise of the flux tube, the Coriolis force
imparts a tilt to the apex of the flux tube, and the tube can be unstable to ideal instabilities,

such as the kink instability ( , ; , ).

1.4 Solar Interior and Photosphere

The first scientific mention of Earth’s magnetism came from William Gilbert in 1600, who
proposed in his seminal work De Magnete that the Earth itself behaves like a giant magnet.
However, until the early twentieth century, it was not known whether other astronomical
objects might also possess magnetic fields similar to Earth. A major breakthrough came in
1908, when American astronomer George Ellery Hale applied the Zeeman effect to light
from sunspots using a spectroheliograph at the Mount Wilson Observatory ( , ).
He discovered that sunspots are regions of intense magnetic fields. This marked the first
detection of a magnetic field beyond Earth, representing a milestone in the development of

modern astrophysics.

While Earth’s magnetic field is relatively stable and evolves slowly — changing polarity
only over geological timescales — the Sun’s magnetic field exhibits far more dynamic and
periodic behavior. It varies in a cyclic fashion creating the sunspot cycle, as discussed in
section 1.2. In the following section, we describe the physics of how the solar magnetic
field is generated and sustained in the Sun’s interior, and how sunspots emerge and evolve

on the photosphere as a manifestation of this deep-seated magnetic dynamics.
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1.4.1 Solar Dynamo Theory

As discussed in subsection 1.3.1, the Sun satisfies the conditions under which the magne-
tohydrodynamic (MHD) approximation is valid. Whether plasma flows within the Sun can
sustain its magnetic field can be investigated by solving the MHD equations (Equation 1.2
and Equation 1.3), in conjunction with appropriate transport coefficients and an equation
of state. To address this problem, two main approaches can be employed: 1) the kinematic
approach, and 2) the fully dynamical approach. In the kinematic approach, the velocity
field is assumed to be prescribed or externally specified, and only the magnetic induction
equation is solved. This method offers significant practical advantages. For a broader dis-
cussion on these two approaches the interested readers may refer to Charbonneau (2020);
Hazra et al. (2023).

In this section, we will focus on understanding the basic physics of the kinematic dynamo
theory, which provides insight into how magnetic fields can be amplified and sustained by
plasma flows without solving the full set of MHD equations (Roberts, 1972; MacGregor

and Charbonneau, 1997; Choudhuri, 2000; Karak et al., 2014).

Let us begin by considering the solar magnetic field as a combination of two distinct
components: 1) A poloidal component, which lies in the meridional plane (the r - 8 plane),
and 2) A toroidal component, which lies in the azimuthal direction (¢) around the Sun’s
rotation axis (Parker, 1955). We start with the Sun at sunspot minimum where the global
solar magnetic field is predominantly dipolar, representing the poloidal field configuration.
According to the Alfvén flux-freezing theorem, magnetic field lines are “frozen” into the
highly conductive solar plasma and thus move with the plasma flow. Due to the Sun’s dif-
ferential rotation, which is faster at the equator than at the poles, the poloidal field lines are
gradually sheared and stretched in the azimuthal direction. This process generates a new
large-scale toroidal magnetic field from the existing poloidal component. This generation
mechanism is known as the Q-effect (see figure for illustration Figure 1.13). Once the
toroidal magnetic field is built up, magnetoconvection consideration suggests that it does
not remain uniformly distributed but rather becomes concentrated into magnetic flux tubes
within the solar convection zone. When these flux tubes become magnetically buoyant and
unstable, they begin to rise through the convection zone, opposing gravitational forces.

As the flux tubes ascend and emerge through the photosphere, they do so in the form of
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Q-shaped loops. These emergent structures appear on the solar surface as bipolar sunspot
pairs, where the two spots typically show opposite magnetic polarities and are located in

opposite hemispheres, consistent with Hale’s polarity law.

Poloidal to Toroidal component

omega effect
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alpha effect

Babcock Leighton Mechanism
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Figure 1.13: Cartoon illustrating the solar dynamo process. The diagram shows the conversion
between poloidal and toroidal components of the Sun’s magnetic field. The differential rotation
stretches poloidal field lines into the toroidal direction. In the reverse direction, the regeneration
of the poloidal field from the toroidal component occurs through two mechanisms: the ¢-effect in
the convection zone and the Babcock—Leighton (BL) mechanism near the surface. This image is
modified from Sanchez et al. (2014) for better illustration.

To regenerate the poloidal magnetic field from the existing toroidal field, the Coriolis
force plays a key role. As magnetically buoyant plasma blobs rise through the solar convec-
tion zone, they are twisted by helical turbulent convective motion. These helically rising
plasma elements impart a twist to the frozen-in toroidal magnetic field lines, generating
magnetic loops oriented in the meridional plane. Through magnetic diffusion and recon-
nection, these loops contribute to the formation of a new global dipolar field — but with
a reversed polarity compared to the original poloidal field. This regeneration mechanism
is referred to as the mean o-effect, and it is fundamental to many solar dynamo models
(see Choudhuri (1998) for more details). In summary, the solar magnetic cycle begins
with a poloidal field, which is stretched into a toroidal field by the Q-effect. Part of this

toroidal field emerges as bipolar sunspots, while the remaining toroidal field is twisted by
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Babcock-Leighton Mechanism

Figure 1.14: Cartoon illustrating the Babcock—Leighton mechanism. Initially, BMRs emerge fol-
lowing Hale’s and Joy’s laws. Over time, the leading polarity cancels across the equator, while the
trailing polarity is transported poleward by surface flows. This process reverses the existing polar
field and builds a new dipole.

the a-effect to regenerate the poloidal component with opposite polarity, thus completing

the magnetic cycle. Q-effect and a-effect is shown in the flow-digram in Figure 1.13.

1.4.2 Flux Transport Dynamo Mechanism

Flux tube simulations by ( ), as well as by
( ), demonstrated that the strength of the toroidal magnetic field at the base of the
convection zone must be of the order of 10° G — almost an order of magnitude greater than
the local equipartition field strength in the convection zone. At such high field strengths,
helical turbulence is insufficient to twist the toroidal field lines, rendering the traditional
a-effect ineffective. This limitation necessitates an alternative mechanism, known as
the Babcock-Leighton (BL) mechanism, to generate the poloidal field ( , ;

, , ). The cartoon of BL mechanism is depicted in Figure 1.14.

According to this mechanism, when a BMR forms on the solar surface, the leading
polarity is oriented ahead in the direction of solar rotation, while the trailing polarity lags
behind. Based on Joy’s law and Hale’s polarity rule, these bipolar regions are tilted and
exhibit opposite polarities in the northern and southern hemispheres (as discussed in sec-
tion 1.2). The surface differential rotation increases the longitudinal separation between
the opposite polarities of an active region. Simultaneously, magnetic diffusion causes the

leading polarity flux from opposite hemispheres to cancel out near the equator, while the
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Figure 1.15: Cartoon illustrating the flux transport dynamo model.

trailing polarity flux — largely unipolar — migrates poleward, driven by a combination of
meridional circulation and diffusion. This poleward transport alters the Sun’s global dipo-
lar field, reversing its polarity compared to the previous cycle. A return flow within the
meridional circulation carries magnetic flux back toward the base of the convection zone,
where the poloidal field transports through the solar convection zone, the differential ro-
tation shears it to produce a new toroidal field. This toroidal field subsequently becomes
unstable, rises due to magnetic buoyancy, and forms new tilted bipolar sunspots of oppo-
site orientation. This triggers the BL mechanism again to regenerate the poloidal field that
reverses the existing old polar field. This polar field subsequently generates the toroidal

field of opposite sign and completes the cycles.

The resulting poloidal field is once again transported poleward and then downward to
the tachocline, thereby completing the cycle. This self-sustaining loop is the foundation
of the ‘flux transport dynamo’, a model that explains the generation and maintenance of
the Sun’s magnetic field across both its interior and photosphere (Hazra et al., 2023). The
mechanism is portrayed in Figure 1.15. The Babcock-Leighton flux transport dynamo has

received both theoretical and observational support, and it is considered the primary driver
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of the sunspot cycle.

1.5 The Sun’s Corona

The solar corona is the outermost layer of the Sun’s atmosphere, extending millions of kilo-
meters into space. Despite its tenuous nature, the corona exhibits extremely high tempera-
tures, typically on the order of 10° K, significantly hotter than the underlying photosphere,
which maintains a temperature of approximately 5800 K. This counterintuitive temperature
inversion is known as the coronal heating problem ( , ). To explain
this phenomenon, two broad physical mechanisms have been proposed. In wave-based
heating models, energy is transported from the solar interior via magnetohydrodynamic
(MHD) waves and dissipates in the corona, heating the plasma (

, ). In contrast, reconnection-based models attribute the heating to small-scale,
impulsive magnetic reconnection events—often referred to as nanoflares—that are driven
by the continual stressing and braiding of magnetic field lines due to convective motions
at the solar surface ( , ; , ).

The coronal plasma is fully ionized and exhibits low particle densities, typically rang-
ing from 108 to 10'® cm™3. Due to the overwhelming brightness of the photosphere and
low density of the corona, the solar corona is not usually visible from Earth. However,
during total solar eclipses, when the Moon completely obscures the solar disk, the faint
and structured outer atmosphere becomes clearly visible as a luminous halo surrounding

the Sun.

1.5.1 Observation of the Solar Corona

The coronal plasma is fully ionized and exhibits low particle densities, typically rang-
ing from 108 to 10'° cm™3. Due to the high temperature and low density of the solar
corona, it emits primarily in extreme ultraviolet (EUV) and soft X-ray wavelengths, re-
quiring space-based instrumentation for regular observations ( , ;

, ). Ground-based observations are limited to rare total solar eclipses
or specialized coronagraphs that block the solar disk and observe the white light corona.

Historically, the corona was first studied during total solar eclipses, when the bright solar
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Figure 1.16: Left panel denotes complex structure of the solar corona seen during a total solar
eclipse at solar maximum on July 2, 2019, from Chile. The right panel denotes the complex struc-
ture of the solar corona seen during a total solar eclipse at solar maximum on April 20, 2023, from
Australia. These images are captured and processed by Prof. Miloslav Druckmiiller.

disk is obscured by the Moon, revealing the faint, extended outer atmosphere as a glowing
halo. Figure 1.16 represents solar eclipses during minimum and maximum. These early
observations revealed large-scale features such as streamers, plumes, and coronal holes.

Modern observations of the corona rely on a variety of advanced instruments, both
space- and ground-based. Notable space-based missions include: 1) The Solar and Helio-
spheric Observatory (SOHO) provides EUV images with the Extreme-ultraviolet Imaging
Telescope (EIT) (Domingo et al., 1995), and white-light images of the extended corona
with the Large Angle and Spectrometric Coronagraph (LASCO) (Brueckner et al., 1995),
2) The Atmospheric Imaging Assembly (AIA) on the Solar Dynamics Observatory (SDO)
offers high-resolution, multi-wavelength imaging of the corona with a cadence of 12 sec-
onds (Pesnell et al., 2012), 3) Hinode’s X-ray Telescope (XRT) and EUV Imaging Spec-
trometer (EIS) allow detailed imaging and spectroscopy of coronal plasma (Kosugi et al.,
2007), 4) ESA’s Solar Orbiter mission provides both close-up and out-of-ecliptic views
of the corona, 5) Polarimeter to UNify the Corona and Heliosphere (PUNCH) images the
corona—solar wind transition using wide-field polarimetric imaging (Deforest et al., 2022),
6) PRoject for OnBoard Autonomy-3 (Proba-3) — formation-flying coronagraph for imag-
ing the inner corona under eclipse-like conditions (Llorente et al., 2013). Figure 1.17(a),
(b) show the extent of the solar corona in white light from LASCO C2 and C3 space based
instrument. In the same figure, panel (c) presents a complex coronal structure captured in
the EUV 171 A channel by SDO/AIA.

Besides these space-based instruments, Ground-based coronagraphs such as the Mauna
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Loa Solar Observatory (MLSO) or the Daniel K. Inouye Solar Telescope (DKIST) offer
complementary observations (Rimmele et al., 2020), especially in white light and near-
infrared. Figure 1.17(d) shows the extent of the solar corona in white light from MLSO

observatory using K-Cor instrument. These observations have revealed that the corona is

pn2n./na /AR 11-nN

Figure 1.17: Panel (a) and (b) show observations of the solar corona from the space-based coron-
agraphs onboard SOHO. Panel (a) is from LASCO-C2, which observes the corona in the field of
view from 2.5 R, to 6 Ry, while Panel (b) is from LASCO-C3, covering a wider range from 3.5 R,
to 30 R, Panel (c) presents a complex coronal structure captured in the EUV 171 A channel by
SDO/AIA. Panel (d) displays the white-light observation of the corona extending up to ~2.5 R,
taken from the ground-based Mauna Loa Solar Observatory (MLSO) using the K-Cor instrument.
All four observations correspond to September 6, 2022.

highly dynamic, structured by the solar magnetic field, and exhibits phenomena such as

coronal loops, prominences, jets, waves, and eruptions.
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1.5.2 Physics of Solar Coronal magnetic field

The corona is shaped by the Sun’s magnetic field, which originates from the dynamo ac-
tion in the solar interior and emerges through the photosphere in the form of sunspots and
active regions. In the previous section, we have noted that the plasma-f3 in the solar corona
is very low, meaning that magnetic pressure dominates over plasma (thermal) pressure. In
such low-f conditions, the motion of plasma is strongly constrained along magnetic field
lines, and the Lorentz force becomes the dominant force governing equilibrium. Under the
low-f approximation, the plasma pressure gradient Vp can be neglected, i.e., Vp &~ 0. The
equilibrium condition from the momentum equation then reduces to:(V x B) x B =0, or
equivalently, j x B = 0. This approximation implies that the magnetic field is in a force-free
configuration, and it allows two possibilities: 1) j = O: the current vanishes, allowing the
application of a potential field source surface (PFSS) model, which corresponds to the
minimum energy configuration. 2) j || B: the current density is aligned with the magnetic
field, implying that V x B o< B. This is known as a force-free magnetic field, commonly
used to model coronal magnetic structures ( , ). In this force-free condi-
tion:

VxB=aB, V.-B=0 ——> B-Va(r)=0 (1.4)

where o is a scalar function, varies in space. In PFSS model, o = 0, implying current-
free fields. Other physical models exist beyond force-free fields, which consider pressure
gradients and gravity, such as Magnetohydrostatic (MHS) model ( , ). The

coronal equilibrium in this model is governed by the equation:

—Vp+(ixB)+pg=0 (1.5)

MHS models are more suitable for large-scale structures like streamers or prominences
where plasma forces cannot be neglected. Another successfull model to study solar corona
is Magnetofrictional (MF) Models ( , ; , ; )

). These models are designed to simulate the slow, quasi-static evolution of the coro-
nal magnetic field under the assumption that the field evolves through a series of force-free

states. Instead of solving full MHD, the magnetic field evolves via the induction equation
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with an artificial frictional velocity:

= %‘];—ZB, (1.6)
which drives the system toward a force-free state. Magnetofrictional models are ideal for
studying long-term evolution, helicity transport, and flux rope formation. They balance
computational efficiency with more realism than PFSS or static extrapolations. Lastly,
the more complex, computer-intensive direct approach to study solar corona is the Full
MHD Models ( , ). Time-dependent MHD simulations solve the full set of
governing equations and are capable of modeling dynamic phenomena such as solar wind
generation, flares, and coronal mass ejections (CMEs). These include models like MAS,
ENLIL and AWSoM, which are often driven by photospheric magnetic data and can couple
the corona with the heliosphere.

The coronal magnetic field can be open or closed. Closed field lines trap hot plasma
and form loops, while open field lines extend into the heliosphere, allowing plasma to
escape as the solar wind. The transition from closed to open field typically occurs at the

source surface, placed at r = 2.5R, in PFSS models.

1.5.3 Coronal Magnetic Field Structures

The corona is dominated by the Sun’s magnetic field, which structures the plasma into
various features such as loops, arcades, plumes, and helmet streamers. These features
are manifestations of the complex interaction between the magnetic field and the ionized
plasma, a state of matter governed by magnetohydrodynamic (MHD) equations. The struc-
ture of the corona is largely shaped and maintained by the solar magnetic field. As such, it

exhibits a wide variety of magnetic configurations:

Coronal Holes:

Coronal holes are regions of the solar corona characterized by reduced emission in ul-
traviolet (UV) and extreme ultraviolet (EUV) wavelengths, as observed by instruments
such as Solar and Heliospheric Observatory / Extreme Ultraviolet Imaging Telescope (SO-

HOJEIT), Solar Dynamics Observatory / Atmospheric Imaging Assembly (SDO/AIA) and
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Hinode / Extreme-ultraviolet Imaging Spectrometer (Hinode/EIS) (Harvey and Sheeley,
1979; Cranmer, 2009). These dark areas in coronal images indicate lower-density and

temperature plasma compared to the surrounding quiet Sun. Physically, coronal holes are
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Figure 1.18: Panel (a) highlights a coronal hole located at the center of the solar disk, marked by
a dashed circle. Panel (b) illustrates a model of the Sun’s magnetic field, including open magnetic
field lines emanating from the coronal hole region (Image courtesy: SOHO, ESA and NASA;
Credit: Ciecholewski (2015)). The bottom panel shows the structure of coronal streamers and
pseudostreamers, depicting the large-scale magnetic topology of the solar corona. Credit: Scott
et al. (2021)

associated with open magnetic field lines that extend radially outward into the heliosphere
(Levine, 1982). The open magnetic topology allows plasma to escape more freely, making
coronal holes the primary source regions of the fast solar wind, with typical outflow speeds
ranging from 600-800 km/s.

Coronal holes occur in various locations and configurations: 1) Polar coronal holes are
prevalent during solar minimum and can persist for many solar rotations, 2) Equatorial or

mid-latitude holes are more transient and often associated with decaying active regions or
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magnetic field reconfiguration during solar maximum. In Figure 1.18, panel (a) highlights
an equatorial coronal hole marked by a dashed circle, while panel (b) shows open magnetic
field lines emanating from this region.

In Potential Field Source Surface (PFSS) extrapolations, these regions correspond to
footpoints of field lines that reach the source surface and remain open, connecting to the
heliosphere. The magnetic flux from coronal holes contributes to the Sun’s open magnetic
flux, which influences heliospheric conditions and modulates galactic cosmic ray access
to the inner solar system. Coronal holes also play an important role in space weather
forecasting. As high-speed streams from coronal holes interact with slower solar wind
streams, they form co-rotating interaction regions (CIRs), which can drive geomagnetic

disturbances upon encountering Earth’s magnetosphere ( , ).

Coronal Streamers:

Coronal streamers are large-scale structures in the solar corona, prominently visible dur-
ing total solar eclipses as bright, helmet-shaped features extending outward from the Sun
( , ). These structures form above regions of closed magnetic
field lines, typically located near the heliospheric current sheet (HCS) and often associ-
ated with active regions or the boundary between opposite magnetic polarities on the solar

surface.

Physically, coronal streamers are composed of dense, relatively cool plasma confined
by the Sun’s magnetic field. The magnetic topology in streamer regions is typically a
closed-loop arcade at low heights, transitioning to open field lines at greater altitudes,
separated by a magnetic cusp. This cusp region marks the boundary where magnetic
reconnection can occur, allowing some plasma to escape along open field lines into the
heliosphere.

Beyond helmet streamers, there are pseudostreamers, which are large-scale structures
in the solar corona that resemble classical streamers in appearance but differ fundamentally
in their magnetic topology. Unlike traditional streamers, which lie above polarity inver-
sion lines (PILs) and separate regions of opposite magnetic polarity on the solar surface,
pseudostreamers separate like-polarity regions. This means that the magnetic field lines on

both sides of a pseudostreamer connect to regions with the same magnetic polarity. As a
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result, pseudostreamers do not form a current sheet in the heliosphere like helmet stream-
ers do. These structures are often observed during solar minimum when large unipolar
regions dominate the solar surface, and they play a key role in shaping the heliospheric
magnetic field. The bottom panel of Figure 1.18 illustrates the structure of streamers and
pseudostreamers in the coronal magnetic field.

Coronal streamers are key sources of the slow solar wind, which has typical velocities
of 300-500 km/s. Unlike the fast solar wind from coronal holes, the slow wind emanates
from the top of streamers or from adjacent open-field corridors. The density, temperature,
and variability of the slow solar wind are linked to the dynamic processes in the streamer

belt, including magnetic reconnection and plasma outflows.

1.6 Solar Wind and the Heliosphere

The Sun is not only a source of light and heat, but also sustains a continuous flow of su-
personic plasma and magnetic fields into interplanetary space, known as the solar wind
( , ; , ). This supersonic outflow of charged particles, primarily
electrons, protons and ions escapes the Sun’s gravitational field and carries with it the em-
bedded solar magnetic field, forming a large-scale structure called the heliosphere (

, ; , ). The study of the solar wind and its interaction
with planetary environments is crucial to understanding space weather phenomena and the

Sun-Earth connection.

1.6.1 Solar Wind: Origin and Properties

The solar wind originates in the outermost layer of the solar atmosphere — the corona —
where temperatures exceed 10 K ( , : , ). At
such high temperatures, the thermal energy of charged particles is sufficient to overcome
the Sun’s gravitational potential and escape the solar corona. The solar wind starts sub-
sonic, accelerates due to pressure gradients and gravity, and becomes supersonic beyond a
certain critical point (like how gas flows through a nozzle). The first simplified, spherically
symmetric hydrodynamic model of solar wind expansion is given by the Parker solar wind

solution ( , , ).
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1.6. Solar Wind and the Heliosphere

Parker’s Hydrodynamic Model:

In 1958, Eugene Parker proposed that the solar corona cannot remain in hydrostatic equi-
librium at large radial distances but must instead undergo a continuous and accelerating
expansion ( , ). This led to the concept of the solar wind — a steady, supersonic
outflow of plasma from the Sun. Parker’s model is based on several simplifying assump-
tions: the flow is steady-state, spherically symmetric, radially outward, isothermal, and
composed of an ideal gas ( , ). By applying the principles of mass conservation
and momentum conservation under these assumptions, one can derive an equation that
describes how the velocity of the solar wind varies with heliocentric distance:

2 2

dv 24 GM

yo ) 2o (1.7)
v ) dr r r?

where a = , /% is isothermal sound speed, v is outflow velocity, r is the radial dis-
tance, Kp is the Boltzmann constant, T is temperature, m,, is the proton mass, G is the
gravitational constant, and M, is the mass of the Sun. Now, the right-hand side and the

coefficient of dv/dr must vanish simultaneously for a smooth solution: v=a, r.= GZZIZ@ .

Thus, at this critical radius (r.) the outward pressure gradient becomes dominance over the
gravitational forces. This is the location where the solar wind transitions from subsonic to

supersonic flow. One can derive the famous Parker solution:
2 2
<3> ~In (3> — 41n (1) ralc 3 (1.8)
a a Te r

Parker’s solar wind model yields five classes of solutions, as illustrated in Figure 1.19,
each corresponding to different flow regimes of the solar plasma: 1) Solution AC is phys-
ically implausible as it remains confined to low radial distances. This implies that the
solar wind does not escape into the heliosphere, contradicting observations, 2) Solution
BD describes a flow that exists only at large distances, failing to connect with the solar
corona. 3) Solution BC implies that the solar wind is already supersonic at the base of
the corona. However, spectroscopic and in-situ measurements indicate that the solar wind
starts as a subsonic flow and transitions to supersonic speeds only beyond a certain critical

radius. 4) Solutions AD and AB both begin with subsonic outflows near the solar sur-
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Chapter 1. Introduction

Figure 1.19: Solutions to Parker’s solar wind equation. Figure adapted from Parker (1965), showing
solar wind velocity as a function of radial distance from the Sun. The plot illustrates five possible
solutions to the solar wind equation, with only the transonic solution (passing smoothly from sub-
sonic to supersonic speeds) representing the physically realistic solar wind outflow.

face, consistent with observational data. The distinction lies in their asymptotic behavior
at large radial distances. Solution AD levels off to a finite velocity, which corresponds to a
non-zero pressure at infinity, which is unphysical.

Parker identified Solution AB as the only physically viable scenario. This transonic
solution begins subsonically near the solar surface, passes smoothly through a critical point
where the flow speed equals the local sound speed, and continues to accelerate into the

supersonic regime at large distances.

Solar Wind Observation:

Observations from spacecraft (e.g., Ulysses, WIND, Advanced Composition Explorer (ACE),
Parker Solar Probe) have shown that the solar wind is not uniform and can be broadly clas-
sified into: 1) Fast Solar Wind: Originating from coronal holes, it has a typical speed
of ~ 700 km s~ !, low density, and lower variability (Kojima et al., 2004). It is more
prominent during solar minimum and flows along open magnetic field lines, 2) Slow So-
lar Wind: Emanating from regions near the heliospheric current sheet and streamer belt,
it has a speed of ~ 300-500 km s~1, is denser, and more variable (Feldman et al., 2005;
Abbo et al., 2016). Its origin is less well understood and may involve interchange recon-

nection and closed field expansion. Interaction of high-speed solar wind streams with the
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Figure 1.20: Large-scale structure of the heliospheric magnetic field and solar wind dynamics. (a)
Schematic of the Parker spiral magnetic field structure in the heliosphere. The red and blue lines
are magnetic field lines of opposite polarity. The Sun’s rotation causes magnetic field lines to spiral
outward, forming the Archimedean (Parker) spiral. The heliospheric current sheet (HCS) is shown
as a wavy surface (dotted dashed blue line) dividing regions of opposite magnetic polarity. The
dashed blue circle marks the location of 1 AU (Earth’s orbit). (b) Interaction of high-speed solar
wind streams with the surrounding ambient solar wind. The image is taken from von Kusserow and
Marsch (2025).
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surrounding ambient solar wind is presented in Figure 1.20(b).

1.6.2 The Heliosphere

The heliosphere is a plasma bubble forced by the Sun, within which all planets of the so-
lar system reside. The outer boundary of the heliosphere is determined by its interaction
with the very local interstellar medium (VLISM), which contains interstellar plasma,
magnetic fields, and neutral gas. As the solar wind travels outward, it remains supersonic
until it reaches a critical distance where it begins to interact with the pressure of the sur-
rounding VLISM. At this point, the solar wind undergoes a sudden deceleration at a shock
front known as the termination shock. Here, the solar wind transitions from supersonic to
subsonic speeds, resulting in compression, heating, and increased turbulence of the plasma
and magnetic fields. This region beyond the termination shock but inside the heliopause is
called the heliosheath.

The heliopause marks the outermost boundary of the heliosphere, where the outward
thermal and magnetic pressure of the solar wind balances the inward pressure of the

VLISM. At this boundary, the heliospheric magnetic field becomes distorted and com-
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pressed, and the previously well-ordered spiral structure breaks down, giving way to a
turbulent and tangled magnetic environment. The interaction between the solar and in-
terstellar plasma and magnetic fields at the heliopause may lead to turbulence, magnetic

reconnection and other dynamic processes.

Very local
interstellar Shocked VLISM

medium _ _ Heliosheath
(VLISM) :

Termination shock
-~ <

&) i
.
Bow

shock? -

Heliopause

Figure 1.21: A cartoon illustration of the heliosphere adapted from Owens and Forsyth (2013).
The figure shows the solar wind flowing outward from the Sun, forming distinct regions such as
the termination shock, the heliosheath, and the heliopause — the boundary where the solar wind
pressure balances with the interstellar medium.

Beyond the heliopause, the VLISM flows around the heliosphere. Depending on the
relative speed and magnetic field orientation of the Sun’s motion through the interstellar
medium, a bow shock may form — similar to the shockwave in front of a supersonic air-
craft. However, whether a well-defined bow shock exists remains still an open question.
Observations from the Voyager I and Voyager 2 spacecraft have provided direct evidence
of the termination shock (crossed in 2004 and 2007, respectively), the heliosheath, and the

heliopause. A detailed structure of the outer heliosphere is illustrated in Figure 1.21.
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1.6.3 Interplanetary Magnetic Field, Heliospheric Current Sheet and
Open Solar Flux:

The Sun’s magnetic field does not end at the photosphere but is carried outward by the
solar wind into interpanetary space, forming the Heliospheric Magnetic Field (HMF)
( , ). This frozen-in magnetic field pervades the entire heliosphere
— the bubble-like region of space influenced by the Sun — and governs the transport of
solar energetic particles, the structure of the solar wind, and the coupling between solar
and planetary magnetospheres. The Interplanetary Magnetic Field (IMF) is the local
manifestation of the HMF, typically measured in sifu by spacecraft near Earth or else-
where in the heliosphere ( , ; , ). Assuming that magnetic
field lines are rooted in the solar photosphere and co-rotate with the Sun, the continuous
outflow of the solar wind stretches these field lines outward. Due to the Sun’s rotation,

the outward-moving plasma imparts a spiral shape to the large-scale HMF. This results

in an Archimedean spiral structure, commonly known as the Parker spiral ( , ),
governed by:
Qrsin 6
By(r) = —=———B,(r) (19)

where Q is the angular rotation rate of the Sun, r is the radial distance, v is the solar wind
speed, and B, is the radial magnetic field component. The tightness of the Parker spiral
depends on several factors. The spiral becomes more tightly wound with increasing radial
distance from the Sun and with decreasing solar wind speed v,. Additionally, it tends to
be more tightly wound closer to the solar equatorial plane, where rotational effects are

strongest. Figure 1.20(a) iuulstrates such Parker spiral structure of HMF.

At 1~AU, where the typical solar wind speed is approximately v, ~ 450km/s, the ratio
of the azimuthal to radial magnetic field components is By /B = —1. This implies that the
magnetic field vector forms an angle of approximately 45° with respect to the radial direc-
tion, consistent with the classic Parker spiral geometry. The IMF is characterized by its
strength and orientation (e.g., components B,, B;, B,), and exhibits variability on timescales
from minutes to solar cycles. The IMF generally exhibits a large-scale magnetic structure
with alternating polarities. The Heliospheric Current Sheet (HCS) is a vast, wavy sur-

face extending throughout the heliosphere (see blue dotted-dashed line in Figure 1.20(b)),
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that separates regions of these oppositely directed magnetic fields (Smith, 2001; Lavraud
etal.,, 2020; Szabo et al., 2022). The HCS is formed due to the Sun’s tilted magnetic dipole
and varies with solar activity. During solar minimum, the HCS is nearly flat, while at solar
maximum the HCS becomes highly warped and distorted due to complex magnetic field
configurations. It plays a crucial role in modulating galactic cosmic rays and influences

solar-terrestrial interactions.
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Figure 1.22: Long-term trends and solar cycle—-averaged behavior of heliospheric parameters
(1964-2024). The left panels illustrate the time series of several key parameters over six solar
cycles: the interplanetary magnetic field (IMF) strength in nanotesla (blue), solar wind speed in
kms~! (red), monthly averaged sunspot number (magenta), and cosmic ray intensity measured in
countss~! (green). The right panels summarize cycle-by-cycle statistics. Here, blue bars indicate
the average value for each parameter during individual solar cycles, with error bars representing
one standard deviation from the mean. Red lines highlight the peak-to-valley amplitude within
each cycle. The sunspot number time series is taken from the SIDC/SILSO database, while solar
wind and IMF data are obtained from the OMNI2 dataset.

Another key component of the HMF is the Open Solar Flux (OSF), which refers to
the magnetic flux originating in the solar corona that is connected to the heliosphere via
field lines that are not closed back onto the Sun (LLockwood et al., 2009b). These open
field lines extend indefinitely into interplanetary space and are rooted in coronal holes,
particularly during solar minimum (Lowder et al., 2017; Higginson et al., 2017). Unlike
closed field lines that form magnetic loops, open field lines allow plasma and magnetic flux
to escape into the heliosphere, thereby contributing to the structure of the solar wind and

IMF. Quantitatively, the OSF is typically estimated from the radial component of the IMF
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measured near Earth, assuming spherical symmetry and conservation of magnetic flux.
Variations in OSF reflect changes in solar activity, including flux emergence, interchange
reconnection, and coronal mass ejections, and are thus intimately tied to the solar dynamo
and the magnetic flux budget of the Sun ( , ). Such variations of the IMF,
Solar wind, and Cosmic ray intensity with the solar cycle are plotted in Figure 1.22 (read

the caption for details).

1.7 From Sun to Earth: The Science of Space Weather

Space weather refers to the dynamic conditions in the near-Earth space environment that
arise from solar activity and its interaction with the Earth’s magnetosphere, ionosphere,
and thermosphere. The Sun’s corona, being the origin of the solar wind and interplanetary
magnetic field (IMF), plays a crucial role in modulating space weather. High-speed solar
wind streams, coronal mass ejections (CMEs), solar flares, and solar energetic particles
(SEPs) are the primary solar drivers. Flares release bursts of electromagnetic radiation
that can immediately impact Earth’s ionosphere, while CMEs and high-speed streams,
upon interacting with Earth’s magnetic field, lead to geomagnetic storms, auroras, and
disturbances in satellite and navigation systems. The large-scale structure of the corona
and the heliospheric magnetic field also modulate cosmic ray fluxes and determine the
strength of space weather impacts. The southward (negative Bz) orientation of the IMF is
especially geoeffective as it reconnects efficiently with Earth’s northward magnetic field,
injecting energy into the magnetosphere.

To monitor and predict such events, both ground-based and space-based assets are
employed. Missions such as ACE, WIND, SDO, SOHO, STEREOQO, Parker Solar Probe,
and Solar Orbiter provide real-time data on solar and interplanetary conditions. Ground
networks like magnetometers, ionosondes, neutron monitors, and radio telescopes com-
plement these observations. Forecasting models such as ENLIL, WSA, and D-RAP utilize
these data to predict solar wind conditions and radiation hazards. A shift toward physics-
based modeling—employing dynamo theory, coronal magnetic field extrapolation, and
MHD simulations—is underway to improve predictive accuracy, particularly for CME ini-
tiation and the critical southward IMF component. As humanity becomes increasingly

reliant on space-borne technologies, the societal importance of robust space weather fore-
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casting grows. International collaborations, including efforts by NASA, ESA, ISRO, and
the World Meteorological Organization, aim to enhance global preparedness and resilience
against space weather threats.

In this thesis, we explore solar magnetic field dynamics, from its origin and fluctuations
through solar cycle models, to its manifestation in the solar corona and heliospheric open
flux. Our exploration, therefore, is relevant for timescales that encompass space weather
to space climate.

In the following chapter (Chapter 2), we discuss the technical details of the various
physical models that have been utilized in this thesis. This is followed by the presentation
of scientific investigations based on these numerical models and observational data. In
Chapter 3, we employ a simple algebraic reconstruction approach — rather than complex
numerical modeling — to derive the century-scale evolution of the solar axial dipole mo-
ment and use it to predict Solar Cycle 25. Chapter 4 focuses on the impact of anomalous
active regions (those with opposite polarity or non-Joy’s law tilts) on the evolution of large-
scale magnetic fields and their role in regulating solar cycle amplitudes. In Chapter 5, we
address the long-standing question of the physical origin of the strongest solar cycle ever
observed directly (solar cycle 19) and the weak following Cycle 20. Chapter 6 examines
which polar precursor — axial dipole moment or hemispheric polar flux — serves as a more
reliable predictor of future solar cycle amplitudes. In Chapter 7, we investigate how the
Babcock-Leighton mechanism explains the formation of polar filaments and how these
may serve as a potential new solar cycle precursor. In Chapter 8 we demonstrate that the
corona has a long-term “’memory’ of large-scale magnetism — revealed through data driven
coronal modelling and eclipse observations. In Chapter 9, we address the long-standing
solar open flux problem by reconstructing the century-scale evolution of the heliospheric
open flux and show how source surface variations may explain it. Finally, Chapter 10
concludes this thesis with a summary of major findings and an outlook on future research

directions arising from this work.
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A first-principles approach to studying solar magnetic fields relies on fundamental physi-
cal laws, such as the Magnetohydrodynamic (MHD) equations to simulate plasma dynam-
ics (rather than depending on empirical fits to solar cycle time series or purely statistical
methods). In this thesis, we employ three primary computational models to investigate
the dynamics of the solar magnetic field: (1) a data-driven Surface Flux Transport (SFT)
model, (2) coronal magnetic field models, and (3) a two-dimensional axisymmetric kine-

matic solar dynamo model.

The most significant contribution of this thesis lies in the development of a new SFT
model based on a finite difference numerical scheme. We refer to this model as the Solar
Photospheric flux Transport Model, abbreviated as ‘SPhoTraM’. The other two models —
coronal field models and solar dynamo model — are established frameworks developed by
other research groups, which we have utilized and modified accordingly to address specific
scientific questions discussed in the subsequent chapters. This chapter begins with a de-
tailed description of the development of the SPhoTraM model, which forms the core of this
chapter (section 2.1). Then we briefly review the Potential Field Source Surface (PFSS)
and full Magnetohydrodynamic (MHD) coronal magnetic field models (section 2.2). Fi-
nally, we conclude with a concise discussion of the kinematic solar dynamo model which

is used to elucidate the dynamics of magnetic fields in the Sun’s interior (section 2.3).
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Chapter 2. First-principle based Numerical Models

2.1 Magnetic Flux Transport on the Sun’s Surface: SFT
Model

The Sun’s photosphere is directly observable, and both ground-based and space-based ob-
servatories routinely monitor it since 19" century. Ground-based facilities such as the
Royal Greenwich Observatory (RGO), Global Oscillation Network Group (GONG) and
the Daniel K. Inouye Solar Telescope (DKIST), along with space missions like the So-
lar Dynamics Observatory (SDO) and the Solar and Heliospheric Observatory (SOHO),
regularly capture white-light images and magnetograms that provide critical information
about the Sun’s surface magnetic field. Since direct probing of the Sun’s interior is chal-
lenging, the photosphere serves as a valuable observational layer to study the transport
of magnetic flux on the solar surface. This is effectively modeled using the Surface Flux
Transport (SFT) model, which captures the essence of the BL. mechanism described in
subsection 1.4.2. In this framework, surface plasma flows (such as meridional circulation,
differential rotation and turbulent diffusion) transport the magnetic flux of tilted active
regions from low latitudes toward the poles. As the leading polarity flux from opposite
hemispheres migrates poleward, it cancels the existing polar fields during solar maximum,
leading to the formation of a new poloidal field with reversed polarity. This process —
sunspot decay followed by polar field regeneration — forms the core of the SFT model and

underpins the large-scale solar magnetic cycle.

2.1.1 SPhoTraM: A Newly Developed Data-Driven Numerical Mod-

eling of Surface Flux Transport Mechanism

Fundamental equations:

Observational evidence suggests that the magnetic field in the Sun’s photosphere is pre-
dominantly radial in nature ( , ). Consequently, the SFT model focuses on
solving the radial component of the magnetic induction equation (i.e B,), incorporating
various large-scale transport mechanisms such as differential rotation, meridional circula-
tion, and turbulent diffusion, which represents the effect of supergranular convective flows

on the solar surface ( , ). The fundamental dynamical equation governing
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the SFT model is given by:
0B (0,0,t) B dB, 1 d )
05y T Rosme e <V(6)B’Sm9>

2
+% [%% Gme%@’) +Sinl2988fz’} +5(0,9,1) (2.1)
Here, B,(0,¢,t) represents the radial component of the photospheric magnetic field. The
symbols, R, 0 and ¢ denote the solar radius, heliographic co-latitude and heliographic
longitude, respectively. The term v(0) and @(6) dictates the advective meridional circu-
lation and differential rotation, respectively. The parameter 1 is the turbulent diffusivity.
Lastly, the source term, S(8,¢,t) in this equation imitates the emergence of new sunspots
on the solar surface.

To solve this equation numerically, first we decompose the right-hand side of the equa-
tion into three distinct terms (primarily the first three terms), each representing a different
physical transport mechanism. Then the spatial derivatives involved are numerically solved

using appropriate finite difference schemes, as described below.

* First Term: a)(G)%%

This term accounts for the differential rotation of the Sun. The partial derivative

dB,
99

rotation @(0). The rotational velocity v varies on the order of 33 m/s to 1800 m/s,

represents the longitudinal advection of the radial magnetic field B, due to this

which poses numerical challenges for finite difference schemes and can lead to in-
stabilities. If we utilize low-order numerical schemes such as the upwind method,
the code remains stable and monotonic; however, it suffers significantly from nu-
merical diffusion (Karadimou and Markatos, 2018). This artificial diffusion smears
out sharp gradients in the solution and leads to unphysical flux loss, particularly in
problems involving steep transitions or discontinuities. On the other hand, employ-
ing high-order schemes like the Lax—Wendroff method enhances accuracy in smooth
regions but can introduce spurious oscillations near discontinuities (e.g., the Gibbs

phenomenon), potentially leading to numerical instability (LLax, 2006).

To balance these competing issues — numerical diffusion in low-order methods and
oscillatory behavior in high-order methods — we employ Total Variation Diminishing

(TVD) schemes (Darwish and Moukalled, 2003; Zhang et al., 2015). A scheme is
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Chapter 2. First-principle based Numerical Models

said to be TVD if it ensures that the total variation of the numerical solution does

not increase with time.

TVD schemes are typically constructed in the framework of Godunov-type methods,
where the numerical flux is adaptively modified using flux limiters. These limiters
blend high-order and low-order schemes: in regions where the solution is smooth,
the limiter allows the use of a higher-order accurate method; near sharp gradients or
discontinuities, it reverts to a more diffusive, low-order scheme such as upwind. As
a result, TVD schemes maintain both the stability and monotonicity of the numerical

solution, while reducing numerical diffusion and avoiding unphysical oscillations.

. d ;
Second Term: mﬁ <v(9)B, sin 9)

This term represents how the radial field is transported along the meridional (north-
south) direction, modulated by the poleward meridional circulation flow speed v(6).
The amplitude of the meridional flow is significantly smaller than that of the Sun’s
differential rotation amplitude — typically by a factor of 100. As a result, this term
poses minimal stability issues for the numerical scheme, and we employ a first-order
upwind method ( , ; , ) to handle it. This scheme is direc-
tionally dependent and relies on the sign of the velocity to determine the appropriate
differencing approach. In the case of a northward flow (i.e., positive velocity), the
numerical flux is computed using a backward difference scheme. Conversely, for a
southward flow (i.e., negative velocity), a forward difference method is employed. It

is important to note that this method is only first-order accurate in space.

. .1 1 2 . 0B,
Third Term: ;1 | 1, 75 (sin 625

)+ s 5]
This term represents the turbulent diffusion of the radial magnetic field on the solar
surface, caused by small-scale convective motions like supergranulation. The first
part inside the brackets corresponds to latitudinal diffusion, while the second part
corresponds to longitudinal diffusion. Together, they form the Laplacian operator in
spherical coordinates applied to B,. To solve this term we employ central difference
numerical scheme from finite difference (FD) family ( , ; ,
). This scheme utilizes function values on both sides of a given grid point,

hence it is referred to as a “central” scheme. This method has second-order accuracy
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in spatial direction.

In this code we perform time integration using the forward Euler method ( ,

). The major constraint in solving the SFT equation in finite difference methods is

1
sin 6

. . . . e 1
term in the equation. This produces singularity in the poles (as 4 5

the presence of

/ term will give infinity at poles), to avoid this we bound our code domain within

1
sin 180°
—88.5° to 88.5° in the latitudinal direction. The advantage of the finite difference tech-
nique is that any sharp change in amplitude distribution is better tackled than the spherical

harmonic techniques, which suffer from the ringing effect ( , ).

Surface Flow Parameters:

In Surface Flux Transport (SFT) models, the evolution of the photospheric magnetic field
is governed by large-scale plasma flows on the solar surface. These flows include: 1) Dif-
ferential rotation w(0), 2) Meridional circulation v(6), and 3) Turbulent diffusion 7.

Differential Rotation: The Sun exhibits differential rotation, where the angular velocity

®(0) varies with latitude 0. This shears the magnetic field in the longitudinal (east-west)
direction, redistributing flux along lines of constant latitude, where the strongest shear oc-
curs at mid-latitudes. As the leading and trailing spots of a tilted active region reside at
different latitudes, differential rotation primarily acts to increase their longitudinal separa-
tion over time, thereby enhancing the contribution of the active region to the Sun’s axial

dipole moment. In our model SPhoTraM, the rotation rate is typically modeled as:
(0) =13.38 —2.30cos*0 — 1.62cos*0 degrees day ' (2.2)

This empirical profile is inspired from the helioseismic observation ( , ;

, ). This profile leads to equatorial regions rotating faster than the poles,
with a typical equator-to-pole rotation time difference of about 7 days. On the Sun, the
characteristic timescale for differential rotation is g, = 27/[Q(90°) — Q(0°)] ~ 0.25 year,
using the empirical profile Equation 2.2.

Meridional Circulation: The meridional flow is a weaker, poleward-directed flow that

transports magnetic flux from active latitudes (low/mid-latitudes) toward the poles. It is

typically antisymmetric about the equator: positive (northward) in the northern hemisphere
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Figure 2.1: Plasm flows profile in SPhoTraM simulation. The left panel denotes the meridional
circulation profile varies along latitude, peaked at 15 ms~!. The right panel denotes the differential
rotational velcoity varies along latitude with peak rotation 13.38 deg/day.

and negative (southward) in the southern. The flow speed peaks around mid-latitudes
(~35°) and drops to nearly zero near the poles and equator. A commonly used parametriza-
tion is:v(0) = vosin(20)?, where vy is the peak flow speed (typically 10-20 m s~!), and p
controls the latitude of the peak. The timescale for meridional circulation from equator to

. 8 . .
pole can be estimated as: Tpf ~ IS—(? ~ 71X51?H/Sm ~ 1.5 years. In our SPhoTraM simulation,

we use the mathematical profile for meridional circulation taken from van Ballegooijen

et al. (1998):

—vpsin (ﬂ) , if [A] < A,
v(A) = 20 2.3)

0, otherwise,

where A is the latitude in degrees (A = /2 — 0), and Ay is the latitude beyond which
the meridional circulation speed drops to zero. In our model, we adopt Ay = 75° and
vo = 15 ms™! for the majority of the SFT simulations. This empirical profile is also in-
spired from the helioseismic observation (Mahajan et al., 2024).

Turbulent Diffusion: In addition to advective transport, small-scale convective motions

(e.g., granulation and supergranulation) are modeled as an effective turbulent diffusivity,
typically denoted by 1. This process helps in the dispersal and cancellation of opposite-
polarity magnetic flux, also helps in flux transport across solar surface. Typical values of
surface magnetic diffusivity used in SFT models are in the range: 1 = 250 — 800 km? s~
(Wang et al., 1989; Schrijver and Zwaan, 2000). We set it at 250 km? s~! in our model.

2
The characteristic diffusion timescale over a length scale L is: Tgjfr ~ 1% For a pole-to-
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2.1. Magnetic Flux Transport on the Sun’s Surface: SFT Model

(7x10%)2

equator length scale and 1 ~ 250 km2s~1, Taiff 187 Tqiff ~ S5x108 ~

62 years. This shows
that turbulent diffusion acts over much longer timescales compared to meridional flow, but
is critical in shaping the large-scale field structure. However, on AR length scales, the
diffusion timescale is significantly shorter. Instead of using a constant diffusivity, some
models implement a discrete random walk process as a proxy for turbulent dispersion
( , ; , ), while others incorporate convective
flows directly into the velocity profile in purely advective flux transport models (
: )

In SFT models, differential rotation redistributes flux azimuthally, meridional circula-
tion transports flux poleward, and turbulent diffusion facilitates flux dispersal and cancella-
tion as well as transport of magnetic flux. The interplay among these processes determines

the surface evolution of the solar magnetic field and the reversal of the polar field over the

solar cycle.

Model Set-up

The spatial resolution of SPhoTraM code is 0.5° in both latitudinal and longitudinal di-
rections (i.e. 500 x 1000 grid resolution). Physically, it can resolve a maximum of 4.3
megameters (Mm) at the solar surface (whereas the diameters of super-granules and gran-
ules are 30 Mm and 1 Mm, respectively). In terms of longitudinal spatial resolution, this
code’s grid does indeed resolve much more finely near the poles than at the equator. Over-
all resolution 4.3 Mm on the solar surface, whilst near the pole this is finer, 0.11 Mm. Our
code solves SFT equation in Earth’s reference frame, i.e. taking the exact value of Sun’s

rotation 13.38 deg/day, following Equation 2.2.

Modelling the Active Region Source Term

The source term in Surface Flux Transport (SFT) models represents the emergence of new
bipolar magnetic regions (BMRs) on the solar surface. These regions inject magnetic flux
into the photosphere. In this model, each sunspot or AR is represented as an idealized
bipolar magnetic region (BMR) — a pair of opposite-polarity magnetic patches on the solar
surface, mimicking the magnetic structure of a sunspot group. In this study, the emergence

of BMRs is modeled using a data-driven insertion routine, in which magnetic bipoles are
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introduced based on sunspot properties such as latitude, longitude, tilt angle, flux, separa-

tion between poles and spot size.

Each BMR is constructed as a pair of oppositely signed magnetic patches, separated
in latitude and longitude according to the observed Joy’s law tilt and sunspot area. The
following and leading polarity spots are located at angular distances symmetric around the
central emergence position, defined by the sunspot latitude 8y and longitude ¢g, and are
offset using the tilt angle y and a separation distance d given by: 6+ = 6y F ds%y and ¢ =
oo F d.CTOSY , where d = 3Ry is proportional to the spot radius. The radial magnetic field
from each polarity is modeled using a Gaussian distribution over the spherical surface of

the Sun followed from ( ). At any point (6, ¢ ), the contribution

from a polarity located at (6*,¢*) (where * denotes either + or —) is given by:

(2.4)

* —2+2cosAY
Bg )<97¢) = Bmax - €Xp (&) )

0.16w?

where AW is the angular distance between (6, ¢) and (6%, ¢*), computed as:cos(A¥) =

sin 0sin 6" 4 cos 0 cos 0% cos(¢ — ¢*). The width w of the Gaussian is determined by the

spot radius and the grid resolution: w = Rgpot - de;rd(p. To ensure flux conservation, the

amplitude Bpy,x is normalized such that the total unsigned flux from each polarity integrates

to half of the total flux ®:

>

[fsin® exp (W) d6do

Bmax = (25)
The full BMR field is then the superposition of both polarities, inserted additively into the

radial magnetic field grid:
BPMR(0.0) = B (6,0) + B/ (6,9). 2.6)

This physically motivated formulation ensures that each BMR adheres to observational
constraints and contributes correctly to the surface magnetic flux budget. The location,
orientation, and flux content of each BMR are typically sourced from sunspot databases
such as RGO/USAF/NOAA database. The total unsigned magnetic flux ¢ of the BMR

is usually related to the sunspot area A by an empirical conversion ® = k X A, where
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k ~ 7 x 101 Mx/uHem is a proportionality constant derived from observations (Dikpati
et al,, 2006). The tilt angle y of the BMR with respect to the local east—west direction
follows Joy’s Law, i.e. proportional to latitude (Jiang et al., 2014).

Lastly, the source term, S(60,¢,t) in this SFT model equation imitates the emergence
of the sunspots on the surface that can be constructed in two ways: 1) Using data-driven
mathematical modeling of the ideal bipolar magnetic region (Jiang et al., 2011, 2013),
2) Direct data assimilation of synoptic maps or SHARP data series (Worden and Harvey,

2000; Durrant et al., 2004; Yeates et al., 2015).
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Figure 2.2: SFT simulation. The top panels show the surface magnetic field evolution on days 1,
90, and 240, where the bottom panel depicts the evolution on days 500, 650, and 800, respectively,
starting from an initial configuration consisting of four BMRs, two in each hemisphere.

2.1.2 Parameter Space Study in SPhoTraM

We consider four BMRs — two in each hemisphere, containing an equal amount of flux —
as the initial condition of the SFT model (SPhoTraM). Additionally, positive and negative
magnetic fields are placed in the northern and southern polar regions, respectively (see
first panel of Figure 2.2, day 1). As time progresses, the combined effects of differential
rotation, meridional circulation, and turbulent diffusion act on the BMRs. The latitudinal
shear from differential rotation stretches the BMRs in the toroidal (longitudinal) direction,
meridional circulation advects them poleward, and diffusion aids both the equatorward

cancellation of the leading polarity and the overall redistribution of magnetic flux. These
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effects are clearly visible in other panels of Figure 2.2 (Day 90 to 800).

In the bottom panels of the same figure, the cumulative effect of the Babcock—Leighton
(BL) mechanism becomes apparent. The initially positive polar field in the northern hemi-
sphere reverses its sign and becomes negative after some time. The timing and efficiency
of this reversal depend on the strength of the transport profiles, BMR properties as well
as the amplitude of the initial magnetic field. In the next section, we perform a detailed

parameter-space study to examine how the transport mechanisms and active region prop-

erties influence magnetic flux evolution in the SFT model.
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Figure 2.3: Evolution of the hemispheric polar magnetic flux for different values of the meridional
circulation amplitude, with the diffusivity held fixed at 250 km?s~!. The left panel and the right
panel show the time variation of the northern and southern polar regions, respectively.

Variations in Flow Parameters

Case 1: Meridional circulation amplitude variations: At first, we set diffusivity at 250
km?s~! and vary the meridional circulation from 1 m s~! to 30 m s~!. In Figure 2.3, blue,
magenta, yellow, red, and green curves denote v =1, 5, 11, 20, and 30 m g1 respectively.
The solid lines and dashed lines represent the time evolution of Southern and Northern
Polar flux, respectively. Let us consider the right plot of Figure 2.3 (Polar flux evolution in
the Northern hemisphere) for detailed analysis. The plot shows that the reversal time will
decrease with increasing meridional flow, i.e., higher meridional flow velocity will take

the following polarity quickly towards the pole, and the reversal of polarity happens faster.
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Polar flux maxima will decrease with decreasing flow velocity. Due to slower flow velocity,
diffusion will play a dominant role in the system, thus flux cancellation will happen more,
and a lower amount of flux will be able to reach the pole. Also, while a slower velocity
will take longer to transport flux towards the pole, most of the magnetic field will diffuse
away and will result in a smaller amount of flux inside the polar region.

An interesting change can be noted in the magenta (v = 5 m s~!), yellow (v = 11
ms~!), and red (v =20 m s~!) curves. If the flow velocity rises to a very high value, then
the polar flux accumulation will end up with a lesser flux (see the red curve). High velocity
will pull the leading flux (+ve) along with the following (-ve) one towards the north pole,
and taking part in the cancellation of negative flux will cause the lower flux value at the
end. The opposite scenario will happen for the low velocity profile (see magenta curve).
But, for very small velocities, this phenomenon will not take place due to more diffusion

of the magnetic field (see blue curve).
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Figure 2.4: Evolution of the northern hemispheric polar magnetic flux for different values of the
diffusion coefficient, with the meridional circulation speed amplitude held fixed at 11 m s~!. The
left panel and the right panel show the time variation of the northern and southern polar regions,
respectively.

Case 2: Diffusivity variations: Here we set the meridional flow velocity at 11 m s~!
and vary the diffusivity from 50 Km?sec—1 to 800 Km?*sec—1. In Figure 2.4, green, red,
yellow, magenta, and blue curves denote the results with diffusivity 50, 250, 400, 600,
and 800 Km?*sec—1, respectively. The solid lines and dashed lines represent the time

evolution of Southern and Northern Polar flux, respectively. Let us consider the right plot
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Chapter 2. First-principle based Numerical Models

of Figure 2.4 (Polar flux evolution in the Northern hemisphere) for detailed analysis. The
plot shows that the reversal time will decrease with increasing diffusivity, i.e., diffusion
will also play an important role in the poleward advection process.

Polar flux maxima will decrease with increasing diffusivity. Due to higher values of
diffusivity, flux cancellation will happen more, and a lower amount of flux will be able to
reach the pole. Also, when meridional flow takes the flux to the pole, most of the magnetic
field will diffuse away and will result in a smaller amount of flux inside the polar region.

An interesting change can be noted in the magenta (n = 600 Km?sec—1) and red (7
=250 Km?sec—1) curves. If the diffusivity rises to a very high value, then the polar flux
accumulation will end up with a higher flux (see the magenta curve), although the maxima
are lower. This is because lower diffusivity will not reduce the leading polarity magnetic
field, and a leading polarity with a sufficient amount will also advect towards the pole and
cancel the remaining polarity there.

Case 3: Differential rotation amplitude variations: In our simulations, we set the merid-
ional flow speed to 11 m s~! and the surface magnetic diffusivity to 250 km? s~!. We sys-
tematically varied the amplitude of the differential rotation from 0.5 to 2 times its standard
value to assess its influence on polar flux evolution. Our results indicate that changes in
the differential rotation amplitude have minimal impact on the polar flux dynamics. This
outcome is expected, as SFT models are axisymmetric and primarily sensitive to flows in
the meridional (latitudinal) direction; the differential rotation, acting longitudinally, plays

a limited role in the accumulation of magnetic flux at the poles.

Variations in AR properties

Here, we first introduce a single BMR on the solar surface, positioned at a longitude of
180°, latitude of 20°, with a tilt angle of 4.47°, a magnetic flux of 5.1 x 10® Mx, and a
polarity separation of 17.3°. We note that the leading polarity is negative and the following
polarity is positive. We also keep the flow parameters at a fixed value for all cases.

Case 1: Latitudinal position variations: Here, the latitudinal position is varied from 5°
to 40° in the northern hemisphere only, keeping other AR properties fixed. We find that
as the emergence latitude increases, the magnetic flux from the BMR reaches the pole

more quickly. However, both polarities (positive and negative) are advected toward the
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Figure 2.5: Polar flux evolution due to variations in the emergence latitude and longitude of a single
BMR. Panel (a) shows the evolution of northern polar flux for emergence latitudes (®) ranging from
5° to 40°. Panel (b) presents the corresponding evolution for the southern hemisphere. Panel (c)
depicts the time evolution of northern polar flux for different emergence longitudes (®), varying
from 20° to 330°. (d) shows the same for the southern hemisphere.
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pole, leading to intra-active-region cancellation. As a result, a smaller net flux reaches the
pole, and the peak amplitude of polar flux decreases with increasing emergence latitude.
Additionally, the time required to diffuse the accumulated polar flux is shorter at higher

latitudes. These results are depicted in Figure 2.5a.

In contrast, when the BMR emerges at lower latitudes, the trailing polarity takes longer
to reach the pole, but a larger fraction of the flux is transported poleward. This occurs
because the leading polarity has more time to cancel and diffuse across the equator. Cross-
equatorial flux transport is enhanced in such cases. As shown in Figure 2.5b (green dashed
line), a significant amount of negative flux from the leading polarity crosses the equator
and contributes to the build-up of the southern polar field.

Case 2: Longitudinal position variations: Here, the longitudinal position is varied from
20° to 330°, keeping other AR properties fixed. We find that in the Northern Hemisphere,
there is only a slight variation in the polar flux as the longitudinal position increases from
180° to 330°, indicating that longitudinal variations do not significantly affect magnetic
flux transport as shown in Figure 2.5c. In the Southern Hemisphere, no flux reaches the
pole when the BMR appears at 20°, due to the absence of cross-equatorial flux transport
(seeFigure 2.5d).

Case 3: Tilt angle variations: Here, the tilt angle is varied from —45° to 60°, while
keeping other AR properties fixed. As the tilt angle increases (from 0° to 60°), the trailing
polarity moves closer to the pole more rapidly, reducing the chance of intra-active-region
cancellation. Consequently, the northern hemispheric polar flux (positive) increases and
has a higher peak value as shown in Figure 2.6a. In all cases, the timing of the peak polar
flux is nearly identical. However, although a larger tilt angle facilitates faster transport of
the trailing polarity flux to the pole, this early accumulation does not persist. Over time,
a portion of the leading polarity flux also migrates poleward due to increased latitudinal
separation, leading to partial cancellation at the poles. As a result, the final polar flux
levels converge across different tilt angles (see Figure 2.6a). Additionally, the increased
latitudinal separation causes a fraction of the following polarity flux (~10 times lesser) to

cross the equator and accumulate in the southern hemisphere (see Figure 2.6b).

On the other hand, for tilt angles opposite to Joy’s law (e.g., —20° and —45°), the lead-

ing polarity shifts to higher latitudes while the trailing polarity moves closer to the equator.
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In this scenario, negative polarity flux is transported to the northern pole, reversing the ex-

pected sign of the polar flux, as reflected in Figure 2.6a and b.
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Figure 2.6: Polar flux evolution due to variations in the tilt angle, separation, and flux content of
a single BMR. Panel (a) shows the evolution of northern polar flux for tilt angle (8) ranging from
-45° to 100°. Panel (b) presents the corresponding evolution for the southern hemisphere. Panel
(c) depicts the time evolution of northern polar flux for different polarity separation values, varying
from 0.1 x original separation to 7x original separation of the BMR. Panel (d) shows the same for
the southern hemisphere. Panel (e) depicts the time evolution of northern polar flux for different
flux content, varying from 0.001x original flux to 7x original flux of the BMR. Panel (f) shows
the same for the southern hemisphere.

Case 4: Separation variations: Here, we vary the separation between the two polarities
of the BMR from 0.1 x d to 7 x d, where d is the original separation, keeping all other AR
properties fixed. The resulting evolution exhibits a trend similar to that observed for in-
creasing tilt angles. As the separation increases, the latitudinal distance between polarities
grows, which enables more trailing polarity flux to reach the northern pole early. However,

much of this flux gradually diffuses over time (see Figure 2.6c).
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Furthermore, larger separations bring the leading polarity closer to the equator, al-
lowing a small amount of negative flux to cross into the southern hemisphere. Although
this cross-equatorial transport is about two orders of magnitude weaker than in the north-
ern hemisphere, it still results in a detectable buildup of polar flux in the south (see Fig-
ure 2.6d).

Case 5: Flux variations: Here, the magnetic flux content of the BMR is varied from
0.001,® to 7,P, where @ is the reference flux, while keeping other active region (AR)
properties fixed. The evolution shows similar characteristics to the cases of increasing
tilt angle or polarity separation. As the total flux increases, a greater amount of trailing
polarity flux is transported to the northern hemisphere, leading to a higher peak in polar
flux, which then gradually diffuses over time (see Figure 2.6e). Additionally, larger flux
content delays the diffusion of the leading polarity, allowing a small portion to cross the
equator. Although this cross-equatorial transport is about two orders of magnitude smaller,

it contributes weakly to the buildup of southern polar flux (see Figure 2.6f).
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Figure 2.7: Variation of dipole moment and hemispheric polar flux at the end of the cycle as a func-
tion of different BMR properties. The parameters varied include emergence latitude, emergence
longitude, tilt angle, magnetic flux content, and polarity separation. These results help assess the
relative influence of each parameter on the buildup of the large-scale solar magnetic field.

To assess which active region (AR) property has the most significant influence on the
Surface Flux Transport (SFT) mechanism, we compute the dipole moment (DM) and hemi-
spheric polar flux at the end of each simulation, and plot their dependence on key AR

parameters: latitude, longitude, tilt angle, magnetic flux, and polarity separation (see Fig-
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ure 2.7). The results show that latitude has the strongest impact on large-scale magnetic
field evolution. Specifically, we find that as the emergence latitude increases, the resulting
DM decreases. This implies that in stronger solar cycles, where BMRs tend to emerge at
higher latitudes, the effective polar field generation is suppressed — an effect known as lat-
itudinal quenching (Jiang, 2020; Yeates et al., 2025). This phenomenon serves as a natural
regulator, preventing unlimited amplification of solar cycle strength.

It is important to note that this analysis is based on simulations involving a single
BMR. In reality, the solar surface hosts a multitude of emerging sunspots throughout the
cycle. In such cases, tilt angle, flux content, and separation also play critical roles alongside
latitude, influencing the balance between flux cancellation and accumulation (for reference
see Baumann et al. (2004)). Additionally, because the SFT model is axisymmetric, the
longitudinal position of BMRs has a negligible effect on the net flux transport, justifying

its weak influence in the simulations.

Radial Magnetic Field (G)
Radial Magnetic Field (G)

LOS Magnetic Field (G)

Figure 2.8: Panel (a) shows the line-of-sight magnetic field distribution from an HMI magnetogram.
Panel (b) presents a simulated surface magnetic field map from a solar surface flux transport (SFT)
model, viewed from the plane of the ecliptic, mimicking the Earth-based perspective. Panel (c)
displays the same simulation from a top-down (north pole) view, revealing details of the polar cap
that are not visible from the low-latitude perspective, highlighting the advantage of SFT modeling
in capturing the full-Sun magnetic structure.

2.1.3 Key Insights from the SFT Model

One of the main strengths of Surface Flux Transport (SFT) models is their ability to explain
the physical processes behind the observed changes in the Sun’s magnetic field. These
models not only reproduce what we see in observations but can also reveal magnetic fea-
tures that are not directly visible in solar magnetograms. For example, Figure 2.8 shows

a comparison between an observed full-disk magnetogram and one produced by the SFT
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model using the SPhoTraM code. The model clearly captures the formation of the polar
fields, showing how useful it is in understanding solar magnetic evolution.

A key advantage of using SFT models is that they can generate magnetic maps of the
full Sun. This is something that observations alone cannot do accurately, due to several
limitations: 1) We can only observe one side of the Sun at a time, so sunspots that appear
and disappear on the far side go unnoticed, 2) Data near the edges (limbs) of the solar
disk are often affected by projection errors 3) It is difficult to directly observe the magnetic
fields at the solar poles. Because of these challenges, observed magnetograms can have
missing or incorrect magnetic flux. This missing information can affect how we understand
and model the Sun’s magnetic field. SFT models help fill in these gaps by simulating how
magnetic flux is transported across the solar surface over time.

In summary, SFT models are powerful tools for studying how the Sun’s large-scale
magnetic field, especially the polar fields, changes over time. They are also very useful for
predicting the solar cycle, modeling solar eclipses, and estimating the Sun’s open magnetic

flux and solar wind—topics that are discussed in the next chapters.

2.2 Coronal Magnetic Field Models

2.2.1 Potential Field Source Surface (PFSS) Model

As discussed in section 1.5, one of the most intriguing and long-standing questions in
solar physics concerns the extraordinarily high temperature of the solar corona, referred
to as the coronal heating problem, has driven decades of research to identify the mech-
anisms that transfer and dissipate energy from the solar interior into the tenuous upper
atmosphere. Central to this puzzle is the role of the Sun’s magnetic field, which dominates
the dynamics of the low 8 coronal plasma. Understanding the structure and evolution of
coronal magnetic fields is therefore crucial to unraveling the physical processes that heat
the corona.

However, due to the low plasma density and optically thin nature of the corona, routine
direct measurements of magnetic field strengths are not feasible. Despite this challenge,
modern instrumentation is making significant progress as mentioned in subsection 1.5.1.

Nevertheless, observational limitations still necessitate the use of computational models —
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such as Potential Field Source Surface (PFSS), magneto-frictional, and full magnetohydro-
dynamic (MHD) simulations — to extrapolate the magnetic field from the photosphere into

the corona. Most global coronal magnetic field evolution models are quasi-static in nature,

PFSS extrapolation at solar minimum PFSS extrapolation at solar maximum

Figure 2.9: PFSS extrapolation of the solar magnetic field during solar cycle minimum (left panel)
and maximum (right panel), using the SFI-simulated photospheric magnetic field as the lower
boundary condition.

as the large-scale evolution of the coronal field typically occurs on timescales much longer
than the dynamic relaxation timescale of the system ( , ). That is,
magnetic forces act quickly to restore equilibrium following perturbations, allowing the
field to be modeled as evolving through a sequence of force-free or current-free configu-
rations. One of the simplest and most widely used models in this category is the Potential
Field Source Surface (PFSS) model ( , ; , ;
, ; , ), which has proven effective in capturing the
large-scale structure of the solar corona.
The PFSS model assumes that the region between the solar surface (R ) and a spherical
outer boundary called the source surface Ry (typically set at 2.5, R) is current-free (i.e.

V x B = 0), meaning the magnetic field B satisfies Laplace’s equation ( , ;

, ):

VxB=0 = B=-VJ, 2.7

where ® is the scalar magnetic potential. Substituting into Maxwell’s equation V-B = 0
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gives Laplace’s equation for &:

V2o = 0. (2.8)

To solve for &, we impose the following boundary conditions: 1. At the photosphere

(r = R), the radial field must match observations:

__ pobs/SFT

Br(R®797¢) = 5. — DPr (qu)) (29)

2. At the source surface (r = Ry), the magnetic field is assumed to be purely radial, so

the transverse components vanish:

1 0O
BO<R887 6,¢) - —; 8_9 - 0 (210)
r=Rgs
1 09
By(Rss,0,6) =  rsin® 9¢ F=Ry - 1D

These boundary conditions ensure that the magnetic field becomes radial at the source sur-
face and conforms to photospheric magnetogram data at the solar surface. Given these
conditions, & is typically expanded in spherical harmonics, and the magnetic field compo-

nents are derived accordingly:

Emax

4
©(10.0)= Y. ¥ [amr’+bur™ ] ¥ (6,9). @12)
{=1m=—/{
where Y;,,(0,¢) are the spherical harmonics, and the coefficients ay,, and by, are de-
termined using the boundary conditions and solved using finite difference schemes. In this
thesis work, we have used the PFSS code developed by Dr. Anthony Yeates, which can be

found at https://github.com/antyeates1983/pfss.

The PFSS model employs the observed photospheric magnetic field as the lower bound-
ary condition to extrapolate the coronal magnetic field structure. These photospheric maps
are obtained from full-disk synoptic observations provided by instruments such as the He-
lioseismic and Magnetic Imager (HMI), the Global Oscillation Network Group (GONG),
and the Wilcox Solar Observatory (WSO), or from surface magnetic field reconstructions
generated by SFT models, denoted as B(r)bs/ ST n Figure 2.9, we employ SFT-generated

magnetic maps corresponding to solar minimum (left panel) and solar maximum (right
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panel) epochs to compare the global coronal magnetic field structure using the PFSS
model. These simulations reveal prominent closed-loop field line structures that charac-
terize the helmet streamers — elongated features formed by magnetic loops that trap dense,
hot plasma in the corona, making them appear bright in white-light observations. At so-
lar maximum, a more complex and multipolar magnetic field topology emerges due to
the frequent and widespread emergence of active regions. In contrast, the magnetic struc-
ture during solar minimum is relatively simple and dipole-like, dominated by large-scale,
ordered field configurations.

The Potential Field Source Surface (PFSS) model provides a good first approximation
of the large-scale coronal magnetic field because, for much of the time, the coronal field
is nearly force-free — that is, the magnetic field does not exert a net Lorentz force at the
coronal base, satisfying a Maxwell stress-free condition. However, the PFSS model has
important limitations. One key drawback is that in reality, the coronal magnetic field does
not become perfectly radial within the region where electric currents are negligible. As a
result, some coronal features are not accurately represented. For instance, observed polar
plumes often bend more toward the equator than predicted by the PFSS model. Similarly,
helmet streamers tend to bend more equatorward during solar minimum and more pole-
ward during solar maximum — features that the PFSS model cannot fully capture due to
its simplified assumptions. Moreover, accurately generating the polar flux in the surface
magnetic map is crucial, as it serves as the lower boundary input to the PFSS model and
significantly influences the extrapolated coronal magnetic field structure. A stronger polar
flux tends to bend the large-scale streamer structures more equatorward, as typically ob-
served during solar minimum. In contrast, a weaker polar flux allows streamers to extend

more poleward, as is characteristic during solar maximum.

2.2.2 Alfvén Wave Solar-atmosphere Model (AWSoM)

The Alfvén Wave Solar-atmosphere Model (AWSoM) is a physics-based model designed
to simulate the solar corona and solar wind, extending from the solar surface out to Earth
and beyond. It is part of NASA’s Space Weather Modeling Framework (SWMF) and is
often run using the BATS-R-US MHD solver ( , ). Unlike empirical

models that use artificial heating terms, AWSoM relies on physically motivated processes
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Figure 2.10: Coronal magnetic field extrapolation using two different models: the left panel shows
the PFSS (Potential Field Source Surface) extrapolation, while the right panel displays the full
MHD-based extrapolation using the Alfvén Wave Solar Model (AWSoM).

— primarily Alfvén wave turbulence — to explain the heating of the solar atmosphere and

the acceleration of the solar wind.

In AWSoM, Alfvén waves are launched from the lower solar atmosphere and propagate
outward along magnetic field lines. Due to variations in plasma density and magnetic
field strength, a portion of these waves reflects back, and the counter-propagating waves
interact to generate turbulence. This turbulence leads to energy dissipation, which heats the
coronal plasma and accelerates it outward, forming the solar wind. Thus, a key advantage
of AWSoM is that it does not prescribe coronal heating in an ad hoc manner; instead, the
heating and acceleration arise naturally from the dynamics of wave—plasma interaction.
This full MHD model also offers other physics-based improvements over PFSS models,
including the consideration of electric currents in the solar corona and radiative plasma

cooling.

The model solves the full set of MHD equations, plus wave transport and thermody-
namics: 1) Mass conservation, 2) Momentum conservation (including wave pressure), 3)
Energy equations (electron + ion), 4) Magnetic induction equation, 5) Alfvén wave energy
transport equations. Input: Photospheric magnetic field (from magnetograms). At the in-
ner boundary (approximately 1 Rs), the model is prescribed with specific values of plasma
density and temperature. Alfvén wave energy flux is launched from this boundary based

on the local magnetic field strength. The simulation domain typically extends up to 30 R,
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or beyond.

To capture the steep transition between the chromosphere and corona, AWSoM em-
ploys a special numerical method called the field-line-threaded approach. This allows it to
handle sharp gradients without needing extremely fine spatial resolution, making the model
efficient and suitable for near-real-time simulations. AWSoM has successfully reproduced
many observed features of the solar corona and solar wind, such as: the bimodal structure
of the solar wind (fast and slow streams), realistic shapes of the heliospheric current sheet,
the formation of polar plumes and streamers, and temperature and density profiles consis-
tent with EUV and X-ray observations etc ( , ; , ;

, ; , ; , ). Due to its realistic physics and
reliable performance, AWSoM is now widely used in both solar research and operational

space weather forecasting.

Advantages of full MHD models over PFSS model:

There are several advantages to using a full MHD model instead of potential field models
to construct the coronal magnetic field structure. In Figure 2.10, we compare the coro-
nal magnetic field structure obtained from the final steady-state solution of the 3D time-
independent MHD model with that derived using the PFSS extrapolation method. We find
PFSS models fail to reproduce the cusp-like elongated features of the streamer belt as ob-
served (see the left panel of Figure 2.10). To accurately model the large-scale corona,
it is necessary to consider the coupled interaction of magnetic plasma and solar gravity
forces, including the effects of solar wind. Clearly, when time-dependent phenomena are

important, MHD models are essential.

With the MHD model, we can obtain plasma density and temperature profiles along
with magnetic field distributions, which can be directly used to estimate the shape of the
white light image of the corona, rather than relying on synthetic white light images. PFSS
models also struggle to capture sheared field lines near Active Regions, which is particu-
larly important during solar maximum when more active regions are present and temporal
variations significantly impact the large-scale coronal structure. Another important appli-
cation of the MHD model is in comparing observed Faraday rotation values with those

extracted from MHD steady-state simulations of the solar corona. When a linearly polar-
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ized radio wave propagates through a magnetized plasma, such as the corona, its plane of
polarization rotates—this rotation angle is called Faraday rotation. Since Faraday rotation
is proportional to the product of the electron density and the component of the magnetic
field along the observer’s line of sight, an MHD model is crucial for interpreting these

observations and inferring coronal structures.

2.3 Solar Dynamo Model

The solar magnetic field exhibits an approximately 11-year cycle during which the num-
ber of sunspots waxes and wanes, and the Sun’s magnetic polarity reverses. This global
cyclic behavior is attributed to an MHD dynamo mechanism operating within the solar
convection zone as mentioned in the introduction. In the current understanding, this dy-
namo results from the interplay between large-scale plasma flows — namely, differential
rotation and meridional circulation — and the evolution of magnetic fields through induc-
tion, diffusion, and buoyant eruption. A particularly successful framework for modeling
the solar magnetic cycle is the BL-type flux transport dynamo model, which assumes that
the poloidal magnetic field is regenerated near the solar surface through the decay and dis-
persal of tilted bipolar sunspot regions. The physical details of this dynamo action have
already been discussed in the introduction.

Here, we briefly discuss the SURYA code developed by Choudhuri and collaborators
( ) ; , ; , ; , ), which is
utilized in this thesis to address scientific problems. This numerical code is a numerical
realization of the a — Q dynamo model in axisymmetric two-dimensional spherical geome-
try. It evolves the large-scale axisymmetric magnetic field under the influence of kinematic
velocity flow fields and parametrized source terms. Mathematically, the axisymmetric
magnetic field in the convection zone can be decomposed in terms of a toroidal component
By and a vector potential Ay for the poloidal component, such that the full magnetic field

is expressed as:
B=By(r,0)ey+V x [Ag(r,0)é] . (2.13)

The time evolution of the poloidal and toroidal components is governed by the following
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coupled partial differential equations derived from the magnetic induction equation:

dAy 1 1

TS + 3 [Vp . V(SAq))} = Mp <V2 — s—z) Ay +aBy
JB B 1
a—:’+s[vp~v(7¢>}+(v-vp)3¢ - nt(vz—s—2>3¢+s([Vx(A¢é¢)}-VQ)

| LosBy) oy
s dr Odr

(2.14)

where s = rsin 0, vp = (vr,vg) is the meridional circulation, Q is the angular velocity
profile of differential rotation, ¢ is the source term representing poloidal field generation
from toroidal component, and 1,, 1), are the magnetic diffusivities for the poloidal and

toroidal components, respectively.

Stable state magnetic field configuration

0.4

-0.2

BPoloidal BToroidal L 0.0

-—0.2

-0.4

Figure 2.11: Solar dynamo simulation using the SURYA code. This meridional cut illustrates the
final state of the dynamo simulation. The left panel shows the poloidal magnetic field, while the
right panel depicts the toroidal field strength, typically concentrated near the base of the convection
zone.

We now discuss how all the terms in this model are mathematically framed and how the
model parameters are set for stable dynamo action. This dynamo model operates in a kine-
matic regime, which means the magnetic field dynamics does not produce any changes in
the velocity fields. In this model, the velocity field is assumed to be time-independent and
consists of two components: the internal solar differential rotation (£2) and the meridional

circulation (vp). The rotation profile is modeled based on helioseismic inversion data and
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features radial shear in the tachocline and latitudinal shear (equator rotates faster than high

latitudes) throughout the convection zone. The analytic profile used in SURYA is:

Q(r,@):QmL% [1+erf(r;rc>] (Q,(0) —Q,), (2.15)

where Q;(0) = Qo+ Q cos2 0 +Qycos* 6 represents the surface differential rotation, €2,

is the uniform rotation rate of the radiative core, r. is the location of the tachocline, and d,

sets the thickness of the transition (see ( ) for details).

The meridional circulation, critical for flux transport, is poleward near the surface and
equatorward at the base of the convection zone. In this model, the return flow penetrates
slightly below the base of the convection zone (r = 0.65R,), an important feature required
to reproduce the observed equatorward migration of sunspot emergence in the butterfly
diagram (see ( ) for details). The meridional circulation is typically modeled

using a stream function y:

vp =V x(y(r,0)ed), (2.16)

where Y is chosen such that the flow is confined within the convection zone and satisfies

the mass conservation condition V- (pv,,) = 0. A typical form used is:
w(r,0) = Wo(r—rp)*(R—r)sin’ 6, (2.17)

where 1}, is the bottom of the convection zone and R is the solar radius. Turbulent magnetic
diffusivity is modeled differently for poloidal and toroidal fields. The poloidal field is
allowed to diffuse freely with a high diffusivity value, reflecting the open, weak-field nature

of the large-scale surface field.

In contrast, the toroidal field is assumed to be stored in the relatively laminar tachocline,
with a lower diffusivity in the deep interior. This difference in diffusivity is also key to
preserving the antisymmetric (dipolar) parity across the equator, as symmetric solutions

can arise if turbulent diffusivity is not high enough in the bulk of the convection zone.

n0r) = ne+ L1 {Herf(r_rd)}, (2.18)
2 d;

where 7, is the surface diffusivity, 1. is the diffusivity in the deeper layers, and r; and d,
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define the location and thickness of the transition.

In this model, the source term o includes both the B-L mechanism and mean field
a-effect and can be divided as o = apy + oyr. Here, oy is considered to be spatially
confined to near-surface layers and often modeled with a radial profile peaking around r
= 0.95R, with an angular dependence such as & to capture observed hemispheric prefer-

ences. A typical profile used for the o-effect in SURYA is:

a(r,0) = aoco:@ {1 +erf(r;”ﬂ {1 —erf(r;m)} , (2.19)
1 2

where ¢ is the amplitude of the a-effect, r; and r, define the radial extent of the a-layer,

and d; and d> control the thickness of the transition.

In this code, boundary conditions are chosen to match the magnetic field at the upper
boundary to a potential field, assuming no currents above the surface. At the lower radial
boundary and along the polar axis, the field is set to zero, assuming a perfectly conducting
boundary. Importantly, the SURYA code also implements magnetic buoyancy as a non-
local algorithm where the toroidal field exceeding a critical threshold (typically 10°G) is
made to erupt through the surface, simulating sunspot emergence. An example of a solar
dynamo simulation using the SURYA code is illustrated in Figure 2.11 and Figure 2.12.
Figure 2.11 presents the meridional structure of the magnetic field, showing the poloidal
field concentrated near the solar surface and the toroidal field confined to the base of the
convection zone, with opposite polarity in the two hemispheres. Figure 2.12 provides
a detailed temporal evolution: the top panel demonstrates the characteristic out-of-phase
behavior between the toroidal and poloidal components, indicating the mutual regeneration
process fundamental to the solar dynamo. The middle panel shows the periodic magnetic
polarity reversals on the solar surface, a hallmark of solar cycles. The bottom panel exhibits
the toroidal field strength at the bottom of the convection zone, revealing a clear butterfly
diagram pattern. Overall, the simulation reproduces key observational features of the solar
magnetic cycle, such as the 11-year periodicity, dipolar symmetry, equatorward migration
of sunspot-forming toroidal fields, and robust cycle stability — demonstrating the efficacy
of the SURYA dynamo model in capturing the essential physics of solar magnetism.

In previous research works, the model successfully reproduces several key features of

the solar cycle, including the correct phase relationship between polar fields and sunspots,
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Figure 2.12: Long-term solar dynamo simulation using the SURYA code. The top panel shows the
temporal evolution of the toroidal flux (red solid line) and poloidal flux (black dashed line) near the
base of the convection zone. The middle panel displays the radial magnetic field (B,) at the solar
surface, with black and grey indicating proxies for sunspot emergence of positive and negative
polarities, respectively. The bottom panel illustrates the spatiotemporal evolution of the toroidal
magnetic field at the bottom of the convection zone (BCZ), forming a solar butterfly diagram. Red
and blue indicate negative and positive magnetic polarities, respectively, in the middle and bottom
panels. It is noted that toroidal flux and polar flux values are in code units.
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equatorward migration of toroidal field belts, poleward migration of surface radial fields,
and the roughly 11-year periodicity of sunspot cycles (Choudhuri et al., 1995; Nandy,
2002; Karak and Choudhuri, 2011; Karak et al., 2014). The introduction of deep merid-
ional circulation was crucial for matching the observed butterfly diagram. Additionally, the
inclusion of realistic buoyancy and a spatially confined a-effect helped align the timing of
the polar field reversals with observations. Thus, the SURYA model provides a robust nu-
merical framework for exploring the dynamics of solar magnetic field generation. Variants
of this model have been used to study the effects of stochastic forcing, grand minima, and
parity transitions, offering deep insight into the nonlinear and memory-bearing behavior of
the solar dynamo system (Passos et al., 2014; Hazra et al., 2014; Hazra and Nandy, 2016;
Hazra and Choudhuri, 2017; Hazra and Nandy, 2019; Saha et al., 2022; Saha et al., 2025).
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Chapter 3

Algebraic Quantification of the Sun’s

Dipole Moment

“The solar cycle is generated by a magnetohydrodynamic dynamo mechanism which in-
volves the induction and recycling of the toroidal and poloidal components of the Sun’s
magnetic field. Recent observations indicate that the Babcock-Leighton mechanism — me-
diated via the emergence and evolution of tilted bipolar active regions — is the primary con-
tributor to the Sun’s large-scale dipolar field. Surface flux transport models and dynamo
models have been employed to simulate this mechanism, which also allows for physics-
based solar cycle forecasts. Recently, an alternative analytic method has been proposed to
quantify the contribution of individual active regions to the Sun’s dipole moment. Utilizing
solar cycle observations spanning a century, here, we test the efficacy of this algebraic ap-
proach. Our results demonstrate that the algebraic quantification approach is reasonably
successful in estimating dipole moments at solar minima over the past century — providing
a verification of the Babcock-Leighton mechanism as the primary contributor to the Sun’s
dipole field variations. We highlight that this algebraic methodology serves as an inde-
pendent approach for estimating dipole moments at the minima of solar cycles, relying on
characteristics of bipolar solar active regions. We also show how this method may be uti-
lized for solar cycle predictions; our estimate of the Sun’s dipole field at the end of cycle
24 using this approach indicates that solar cycle 25 would be a moderately weak cycle,
ranging between solar cycle 20 and cycle 24. 1”7

3.1 Introduction

Our home star, the Sun, is a gigantic hot ball of plasma with inherent magnetic activity.
Sunspots, strongly magnetized dark regions on the solar surface (Hale, 1908), serve as reli-

able indicators of this magnetic activity. Observations show that sunspot numbers undergo

I'This chapter is based on Pal and Nandy (20242).
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quasi-periodic variations following an approximately 11-year recurring cycle, known as
the solar cycle (Clark and Stephenson, 1978; Schwabe, 1844; Schatten, 2003; Hathaway,
2015). Halfway through the solar cycle, the Sun’s activity reaches its peak, or the solar
maximum, with the highest number of sunspot emergences. During this maximum phase,
its magnetic north and south poles flip, after which the Sun calms down until it reaches
a solar minimum, indicating the beginning of a new sunspot cycle. During solar maxi-
mum, a more magnetically active Sun leads to frequent occurrences of magnetic outbursts
and plasma outflows, such as solar flares and coronal mass ejections(CMEs). These phe-
nomena significantly impact satellite operations, space-based technologies and the Earth’s
upper atmosphere (Kutiev, [van et al., 2013; Solanki, 2002). Therefore, understanding the
dynamics of the solar cycle is crucial to be able to predict the Sun’s magnetic activity and
its consequences on space weather and planetary environments (Petrovay, 2020; Nandy,

2021; Bhowmik et al., 2023; Nandy et al., 2023).

The magnetic cycle of the Sun can be explained through the Babcock-Leighton (BL)
Solar Dynamo theory, which primarily establishes the interplay between the global poloidal
field and the toroidal field in the presence of various plasma flows within the solar convec-
tion zone (Wang et al., 1991; Leighton, 1964; Charbonneau, 2020). During the initial phase
of the solar cycle, the global magnetic field is primarily dominated by the poloidal field
component. The Sun’s differential rotation stretches this poloidal field in the longitudinal
direction, leading to the formation of the toroidal field in the tachocline region (Snodgrass,
1987). Subsequently, these toroidal flux ropes are unstable within the convection zone,
and due to magnetic buoyancy, they emerge on the solar surface as dark sunspots. Once
the tilted bipolar active regions (BMRs) appear on the solar surface, their evolution and the
regeneration of the toroidal field are primarily governed by the Babcock-Leighton (BL)
mechanism (Babcock, 1961). The BL mechanism constitutes two processes: one is the
annihilation of the leading polarities across two hemispheres, and the second one is the
drift and diffusion of the following polarity towards the pole. These unipolar magnetic
regions cancel the existing poloidal field at the pole and generate the poloidal field with
opposite signs for the new solar cycle. Altogether, the BL-type Solar Dynamo model effec-
tively captures the key aspects of the decay and dispersal of sunspots, polar field reversal,

and the new polar field buildup (Charbonneau, 2007; Kitchatinov and Olemskoy, 2011;
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Cameron and Schiissler, 2017; Bhowmik and Nandy, 2018; Kumar et al., 2019; Pal et al.,

2023).

It is well-established that during a solar activity minimum, the poloidal magnetic field,
often referred to as polar field, and other polar field proxies (for example, axial dipole
moment, A-t index, Geomagnetic aa-index etc.) strongly correlates with the amplitude of
the succeeding cycle (Schatten et al., 1978; Yeates et al., 2008; Mufioz-Jaramillo et al.,
2012). Utilizing polar field proxies as a seed for predicting the amplitude of the next solar
cycle is known as the ‘precursor method’, which has evolved as one of the most successful
techniques of sunspot cycle prediction (Nandy, 2021; Petrovay, 2020). However, selecting
an appropriate precursor for solar cycle forecasts relies on substantial physical insight and
aids in accurate cycle predictions. In the context of the dynamo mechanism, the dipole
moment (DM) closely relates to the poloidal field at the end of a solar cycle. Analysis of
the observed photospheric magnetic field over the past four solar cycles suggests that the
reversal of the dipole moment epoch aligns better with the cycle maximum than the aver-
age timing of polar field reversal (Upton and Hathaway, 2013; lijima et al., 2017; Virtanen
et al., 2019). Moreover, the dipole moment contains information from the entire photo-
sphere, mitigating the effects of a hemispherically asymmetric magnetic field distribution.
Hence, during the solar minimum, the axial dipole moment component acts as a seed for
the toroidal component of the next cycle (Upton and Hathaway, 2018; Charbonneau, 2020
Nandy et al., 2023).

Predicting the dipole moment at the end of the solar cycle minimum is a feasible ap-
proach to estimate the strength of the next cycle. This task can be achieved through various
methods, including observations and physics-based numerical models (Upton and Hath-
away, 2013; Virtanen et al., 2019; Jaswal et al., 2024). However, determining the dipole
moment through magnetogram analysis is limited to a few past solar cycles and thus relies
on physical models. One commonly used physics-based model for predicting the dipole
moment is the Surface Flux Transport (SFT) model based on the BL mechanism (Upton
and Hathaway, 2013; Bhowmik and Nandy, 2018; Pal et al., 2023; Yeates et al., 2023).
However, calibrating such numerical models sometimes becomes challenging and time-
consuming. What if we explore an alternative to numerical methods, moving away from

complex computer-intensive modelling and adopting a simplified approach?
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The first attempt in this direction was made by Jiang et al. (2019); Petrovay et al.
(2020). They introduced a mathematical framework aimed at calculating the distinct con-
tributions of each emerging active region that collectively generate the ultimate global
dipole moment during the cycle minimum. In their work, synthetic active region data was
utilized to compute the ultimate dipole moment, and the results were compared with those
derived from the 2 x 2D dynamo model (l.emerle and Charbonneau, 2017) simulations.
Subsequently, Pal et al. (2023) adopted a similar approach to investigate the impact of
anomalous active regions, specifically the combinations of synthetic Anti-Hale and Anti-
Joy regions, on the solar cycle.

In this study, we employ the modified analytical approach to calculate the ultimate
dipole moment at the end of a solar cycle, using the observational properties of bipolar
active regions emerging throughout the declining phase of the sunspot cycle. Initially, we
validate our method by estimating the dipole moment at the minima of solar cycles 14 to
23 and comparing it with observations. Subsequently, based on the algebraically derived
dipole moment for solar cycle 24, we predict the peak amplitude of the ongoing solar
cycle, i.e. solar cycle 25, along with the associated uncertainties. We have also discussed
the advantages, limitations and future possibilities of our methodology using observational

insights.

3.2 Methods

Here, we discuss the method of quantifying the ultimate axial dipole moment of a solar
cycle mathematically, which was first adopted by Petrovay et al. (2020). A spatially two-
dimensional Surface Flux Transport model can be simplified to an azimuthally averaged
1D SFT model (Petrovay et al., 2020; Pal et al., 2023). In this model, tilted sunspots
transform into a bipolar flux ring with a finite latitudinal separation. Now, the ‘initial

unsigned dipole moment’ of any i active region can be expressed as,

3
5D1’i= mcbidlicosli. (31)

Here, A; is the latitudinal position of the i sunspot and R, is the solar radius. The

term d;_ denotes the latitudinal separation of the leading and following polarities of the
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ith sunspot, ®; represents the magnetic flux content in the concerned sunspot. We take

d;, = d; x sinq;, where d; represents the full angular polarity separation and o; is the tilt
angle of the sunspot relative to the east—west direction. In this study, we assume the tilt
angle o to be proportional to the latitude expressed as o; = 0.5 x A; following [.emerle
et al. (2015). Additionally, we consider d; be proportional to the radius of the sunspot
(Bhowmik and Nandy, 2018). Therefore, dj, is not constant for all sunspots and varies

with the sizes and tilt angles of the active regions.

The evolution of the dipole moment involves additional physical factors that govern the
regular dipole moment reversal and its accumulation. The dipole moment build-up may be
influenced by the radial diffusion of the photospheric magnetic field. This radial diffusion
term is expressed as e’ /* where T represents the exponential decay term. This expression

indicates that the dipole moment gradually diminishes over time due to the radial outflows.

Another asymptotic dependency of the dipole moment is linked to the latitudinal posi-
tion of sunspots. Jiang et al. (2014) demonstrated, through SFT simulations, that the am-
plitude of the dipole moment decreases with increasing latitude. This asymptotic dipole
moment contribution factor, denoted as f., can be modeled as a Gaussian function of

latitude:

fro=Ce % (3.2)

This expression eventually takes care of the latitudinal quenching effect, indicating
that low-latitude sunspots have a more significant impact on the ultimate dipole moment,
while high-latitude active regions contribute less to its buildup. The dynamo effectivity
range Ag and C (= A/Ag) can be taken as constant, which are determined by specific
flux transport profiles, such as meridional circulation and turbulent diffusion assumed in
different surface flux transport models (Petrovay et al., 2020; Nagy et al., 2020; Wang
et al., 2021). However, approximate analytic estimates of these constants are also possible
based on first principles, observations and certain assumptions. Following Petrovay et al.

(2020), Ag in the low-latitude limit can be expressed as,

1/2
n 1 dv

AR = [62—1— } ,where A, = (— —)
RZA, "\ Ry dA

A=0 (3.3)
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Figure 3.1: The butterfly diagram depicts the spatiotemporal changes spanning Solar Cycles 14 to
24. This figure illustrates the evolution of sunspots across the last 11 solar cycles, using time and
latitudinal position data sourced from the RGO/USAF/NOAA Data Centre (2023). Distinct colours
are used to differentiate between the various solar cycles.

Here, o represents the half-width of a Gaussian sunspot, A, is the divergence of the
meridional flow at the equator, and 1 is the magnetic diffusivity. Following helioseismic
observations, we consider a sinusoidal profile for the meridional circulation peaking at
mid-latitude (Jiang et al., 2014; Petrovay et al., 2020). Thus, the meridional circulation ve-
locity profile can be expressed as, v = v sin2A4. The half-width of a sunspot is assumed to
be proportional to its radius, which is determined from the mean of the distribution of the
observed sunspot radii. We find o = 0.56° (the maximum half-width can go up to 4°). The
transport parameters, including diffusivity (1) and peak amplitude of meridional circula-
tion (vg), were constrained within observational ranges (Jiang et al., 2014). Specifically,
we take n = 700km?s~! and vo = 10ms~! which results in Ax = 12.86°. We emphasize
that changing ¢ from 0.56° to 4° does not change Ag much (4 1°). We assume that these
transport profiles act similarly for individual active regions and will not vary from one solar
cycle to another, therefore, Ag is constant throughout our analysis. Additionally, we utilize
the observational polar field data (WSO Data Centre, 2023) to determine the constant C.
We find C = 5.48. The method of calibrating C is described in subsection 4.3.1.

Thus, if an i active region emerges at time #;, then the ultimate dipole moment contri-

bution from that active region at the end of cycle n at time #,,.; becomes:

li—thy1)

(
5DU’,' = foo7i 6D17ie T . (3-4)

h

The initial dipole moment contribution from i sunspot (8D ;) will be positive or
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Chapter 3. Algebraic Quantification of the Sun’s Dipole Moment

negative depending on the polarity of the sunspot that is closest to the equator. In general,
one expects a positive contribution for Hale-Joy sunspots and a negative contribution for
anomalous sunspots towards the ultimate dipole moment. In our recent study of anomalous
active regions, we utilized this sign convention of dipole moment, revealing that the dipole
moment decreases at solar minima when multiple anomalous active regions appear in a
solar cycle ( , ). Here, for simplicity, we do not consider anomalous sunspots
and confine ourselves to Hale-Joys active regions.

According to the BL mechanism, the sunspots of the current cycle decay and disperse
due to plasma flows, cancelling the old cycle’s dipole moment. Hence, the dipole moment
at the end of a solar cycle is the combined result of the cancellation of the preceding cycle’s
dipole moment and the subsequent build-up of the new cycle’s dipole moment. For brevity,
in our study, we limit ourselves to active regions appearing after the reversal of the old cycle
dipole moment to estimate the strength of the ultimate dipole moment of the cycle under
consideration. In essence, therefore, we calculate the dipole moment contribution relative
to its zero value (the latter happens approximately at solar maximum). The advantage of
this methodology is that the calculation can be achieved even when the dipole moment at
the end of the previous cycle is unknown.

Thus, the net contribution into the dipole moment at the end of n™ cycle from the active
regions emerged during the n'" cycle can be expressed as the sum of the dipole moment
contributions from individual sunspots that appeared after reversal time of that cycle. The
analytic approach confirming this methodology is implemented as follows. The dipole

moment at the end of cycle n is denoted by ADM which is given by

ADM = Y 6Dy,
i

(ti—tyt1)

= ) fwi6Dije =
1 3 7i
= ®;d), cosA;Ce 2ig
47R2 Xl" l l
. 2
= WZd)idisinoqcosliCe %z (3.5)
o]

Here, ‘1’ takes care of all active regions that emerge after the reversal of the dipole moment.

We assume there are no radial outflows, i.e. 7 is infinity.
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3.3. Results and Discussions

We compute the dipole moment at solar cycle minima for solar cycles 14 to cycle
24, utilizing the observed characteristics of the sunspots and the observed time reversal
epoch of the dipole moment. We use the ( ) database
to extract information on the latitudinal position and area of the bipolar active regions
ranging from solar cycle 14 to cycle 24. In this study, we specifically focus on the statistics
of active regions when they reach their maximum size. Figure 3.1 illustrates the butterfly
diagram, spanning the last century, with time and latitude information obtained from the
RGO/USAF/NOAA database. We use the dipole moment reversal timing epoch from the
WSO average polar field, available only for solar cycle 21 to cycle 24 ( ,

). For the rest of the solar cycles (i.e. solar cycle 14 to cycle 20), we opt for the sunspot
cycle peak time because the Sun’s global dipole magnetic field generally flips its polarity
around the maximum phase of the solar cycle. We extract the solar cycle maximum epoch
from ( ) time series. Our analysis considers these dipole

moment reversal timings as the standard reversal epoch.

3.3 Results and Discussions

3.3.1 Dipole moment comparison for past solar cycles spanning a cen-

tury

Utilizing the observational sunspot characteristics in the aforementioned analytical model,
we estimate the century-scale calibrated global axial dipole moment at each solar mini-
mum, spanning from solar cycle 14 to cycle 23. These algebraically derived dipole mo-
ments can be compared with observational dipole moment proxies, considering that the
Sun’s global magnetic field is primarily dipolar during the solar minimum. For this pur-
pose, we use three observational time series: 1) Polar flux obtained from MWO polar fac-
ulae count ( , ), 2) Makarov’s A-t index ( , ),
and 3) WSO polar field ( , ). We consider the average northern and
southern hemispheric polar flux or polar field as a proxy for the dipole moment.

Our mathematical approach focuses on determining the dipole moment’s value at the
end of the solar cycle rather than explaining its time evolution. Thus, we utilize the average

polar field (P,,) obtained from the WSO Data Centre from 1976 onwards to calibrate the
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computed ultimate dipole moment for the last three solar cycles. We multiply all algebraic
dipole moment (DM) values corresponding to each solar cycle minimum by the same con-
stant factor C and vary it until the DM versus F,, is characterized by a line with a unit slope
and zero intercept (i.e. we optimize the constant C such that F,, = C x DM). This results

in C = 5.48. We select this particular constant as the calibration factor.

In Figure 3.2, red stars denote the estimated calibrated dipole moment compared with
MWO polar flux, Makarov’s A-t index and WSO polar field marked with magenta, green
and orange. We calculate the potential error in the dipole moment computation by choosing
the accurate dipole moment reversal time. The dipole moment reversal epoch may not
always align with the solar cycle maxima; it can lead or lag the sunspot maximum epoch.
If the dipole moment reversal timing lags the solar maximum epoch, then the total sunspots
contribution towards the dipole moment will decrease, which in turn dampens the ultimate
dipole moment. At the same time, the dipole moment will increase if the reversal time
leads to the solar maximum epoch. Therefore, we assume that the dipole moment reversal
time varies within a two-year interval around the standard reversal epoch, encompassing
one year before and one year after the standard reversal epoch. Following that, we compute
the contribution to the dipole moment at the endpoints of specified reversal time intervals.
Based on this, we introduce an error bar on the derived dipole moment (see Figure 3.2).
The algebraically derived dipole moments from solar cycle 14 to cycle 24 are tabulated in

Table 3.1.

To check the efficacy of our methodology, we conduct a correlation analysis between
the analytically calculated dipole moment and the observed polar field proxies at the solar
minima. The results are depicted in Figure 3.3. The correlation analysis demonstrates a
reasonably good match between the algebraically derived dipole moment and the observed
data, with one notable exception - solar cycle 19. The computed dipole moment for solar
cycle 19, deviates significantly from the observational polar field proxies. Given this, we

consider solar cycle 19 an outlier and exclude it from the correlation analysis.

After omitting solar cycle 19, we find a statistically significant correlation coefficient
between the mathematically computed dipole moment and the observed polar field proxies,
as mentioned in Figure 3.3. In Section 3.3.3, we discuss potential factors contributing to

our inability to retrieve the ultimate dipole moment of solar cycle 19. This study reveals
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Figure 3.2: Time series of Dipole moment (DM) proxies ranging from solar cycle 14 to 24. In this
representation, the MWO polar faculae data is depicted in magenta (Mufioz-Jaramillo et al., 2012),
Makarov’s A-t index (Makarov et al., 2001) is shown in green, and the WSO polar field data (WSO
Data Centre, 2023) is represented in orange. All polar field data is averaged from the northern
and southern hemispheres to facilitate comparison with the dipole moment. Additionally, red stars
indicate the algebraically computed ultimate dipole moment at the end of each cycle spanning solar
cycle 14 to solar cycle 23.
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Figure 3.3: Statistical correlation analysis between observational dipole moment proxies and alge-
braic dipole moment. In Panel (a), (b), and (c), three different databases have been considered as
the observed DM proxies: MWO polar faculae data (Mufioz-Jaramillo et al., 2012), Makarov’s A-t
index (Makarov et al., 2001), and WSO polar field (WSO Data Centre, 2023). Cp and Cs denote
Pearson and Spearman rank correlation coefficients, respectively.
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Chapter 3. Algebraic Quantification of the Sun’s Dipole Moment

that the analytically estimated dipole moment for the past ten solar cycles aligns with the
observed polar flux. This alignment underscores the physics of decay and dispersal of
sunspots, contributing to the ultimate build-up of the dipole moment from a mathematical

perspective.

3.3.2 Prediction of solar cycle 25

In this study, we find a significant deviation in the dipole moment of sunspot cycle 19.
This deviation influences the peak amplitude of solar cycle 20, given the causal connection
between the dipole moment at the solar minimum and the subsequent solar cycle strength.
Hence, we exclude the dipole moment of solar cycle 19 and the peak amplitude of sunspot
cycle 20 from our current analysis.

Table 3.1: Analytically derived dipole moment (DM) at the end of the solar cycle and predicted
sunspot numbers, spanning last century (from solar cycle 14 to cycle 25).

Solar cycle | DM at solar minima (G) Peak sunspot #
#

SC-14 7.05 [+2.6,-1.6] -
SC-15 8.44 [+2.6,-2.6] 156 [+25,-21]
SC-16 6.78 [+2.5,-2.8] 169 [+27,-23]
SC-17 16.67 [+2.7,-4.4] 153 [+24,-21]
SC-18 18.60 [+5.3,-4.6] 246 [+40,-31]
SC-19 17.24 [+6.2,-6.4] 264 [+43,-33]
SC-20 13.11 [+3.4,-3.2] 251 [+41,-31]
SC-21 12.87 [+3.0,-3.3] 213 [+35,-27]
SC-22 8.65 [+2.7,-2.4] 211 [+34,-27]
SC-23 8.20 [+2.6,-0.9] 171 [+27,-23]
SC-24 3.98 [+1.1,-1.5] 169 [+27,-22]
SC-25 - 127 [+20,-18]

We integrate the SIDC SILSO yearly averaged sunspot numbers dataset (

, ) into our analysis to empirically predict ongoing solar cycle 25. First,
we perform a correlation analysis between the analytically derived dipole moment at the
end of a cycle [n-1] and the yearly mean sunspot number (SSN) of the consequent cycle [n].
The scatter plot in Figure 3.4 illustrates a strong positive correlation (with 99% confidence

level) between these two quantities. This correlation suggests a potential empirical avenue
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Figure 3.4: Statistical correlation analysis between analytically computed dipole moment of the
cycle [n-1], denoted by ‘DM’ and the yearly averaged sunspot number of the cycle [n] obtained
from SILSO World Data Center (2019), denoted by ‘N’. The scattered data points have been fitted
with a linear regression model, visually represented by the orange line. The established relationship
is expressed as follows: N =9.36 x DM + 90.07.

for forecasting future cycles. Also, for the first time, we reconstruct the dipole moment

spanning a century (from 1902 onwards) and utilize it for solar cycle prediction.

We fit this scatter plot in Figure 3.4 with a linear regression model and find a rela-
tionship between the analytically derived dipole moment (DM) and the sunspot number
(N). The relationship is: N = 9.36 x DM + 90.07. Utilizing the ultimate analytic dipole
moment at solar minimum (DM), we calculate the yearly average sunspot number (N) for
solar cycle 14 to solar cycle 24. This method effectively reconstructs the past cycles, ex-
cept solar cycle 20. Figure 3.5 shows that the empirically derived sunspot number at solar
cycle maxima (red stars) is overplotted with the SIDC/SILSO sunspot numbers. This result
is also tabulated in Table 3.1. The deviation in cycle 20 is understandable, as our inability

to accurately determine the cycle 19 dipole moment affects the subsequent cycle.

Finally, by inputting the analytically computed ultimate dipole moment for solar cycle
24 into our fitted linear relationship, our prediction suggests that solar cycle 25 will be
stronger than its predecessor, solar cycle 24. To be precise, we anticipate that solar cycle
25 will reach a yearly average peak sunspot number of 127, ranging between solar cycle

20 and cycle 24 (see Figure 3.5). The reasonably good match of derived sunspot cycle
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Figure 3.5: Solar Cycle 25 Prediction. The peak sunspot number for the last ten cycles is calculated
and depicted as red stars. This is overlaid with the yearly averaged sunspot number time-series from

SILSO World Data Center (2019). Utilizing the ultimate dipole moment of cycle 24, the predicted

amplitude of solar cycle 25 is 127f%g, denoted by the yellow cross.

maxima with the observed sunspot number over the last centuries also suggests that the

dipole moment precursor is a promising candidate for solar cycle forecasts.

3.3.3 Dependency of Algebraic Method on bipolar active region (BMR)

characteristics

In this analytic model, the dipole moment at the solar cycle minima is sensitive to the
quantity and flux content of active regions that emerge after the reversal of dipole moment
polarity. To compare how this manifests in observation, we conduct a correlation analysis
between the total number of active regions that appear after the time reversal and the 1)
observed polar flux and 2) algebraic dipole moment at the end of the sunspot cycle. We
find a high correlation between the total number of active regions and the ultimate alge-
braic dipole moments with a trend that is almost linear. This result is depicted in panel (b)
of Figure 3.6. Our finding indicates that as the number of sunspots increases, there is a
monotonic rise in the ultimate dipole moment. However, this relationship is not as strong
in observations which are indicative of a more non-linear relationship with the Spearman’s
rank correlation coefficient exceeding the Pearson’s linear correlation coefficient (see Panel
(a) in Figure 3.6). Particularly during solar cycle 19, the highest number of sunspots ap-
peared, but its dipole moment at the end of the cycle was notably small as illustrated in the

same panel.
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Figure 3.6: The correlation between the algebraic dipole moment (DM) and various properties of
the Bipolar Magnetic Regions (BMRs). In Panels (a) and (b), the correlation is observed between
the total number of sunspots appearing after the dipole moment reversal and the observational
average polar flux (Panel (a)) and algebraic dipole moment (Panel (b)). Similarly, panels (c) and
(d) illustrate the correlation between the total flux content of all sunspots emerging after the reversal
of the dipole moment and the observational average polar (Panel (c)) and algebraic dipole moment
(Panel (d)).

Similarly, we observe a strong correlation between the total flux content of the sunspots
emerging after dipole moment reversal and the ultimate algebraic dipole moment estimated
from our analytic method as depicted in Panel (d) of Figure 3.6. However, the correlation

with the observations depicted in Panel (c) is not as strong and is indicative of non-linearity.

The strong correlation between the number of sunspots and their magnetic flux content
can significantly impact our algebraic calculations, occasionally yielding a dipole moment
value much higher than expected. Due to this fact, we are unable to estimate the ultimate
dipole moment of solar cycle 19 using algebraic techniques. Consequently, we cannot

predict the yearly averaged sunspot number for solar cycle 20 very well.
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Our analysis suggests that variations in BMR properties are not the sole factors con-
tributing to the irregularities observed in the solar cycle. Other sources, such as nonlin-
ear effects arising from fluctuations in meridional flows across cycles, plasma inflows,
tilt quenching and anomalous active regions etc., which are not captured by the analytic
method, may also play a significant role in accounting for the variability observed in the
buildup of the ultimate dipole moment and, consequently, in modulating the solar cycle.
Attempts to imbibe these nonlinear effects into the algebraic technique may lead to further
improvements of dipole moment calculations and solar cycle predictions. These will be

explored in the future.

3.4 Conclusion

In summary, we employ a simplified analytic technique, following the suggestion by
( ) to calculate the Sun’s dipole moment at the end of a solar cycle. We assess the

effectiveness of algebraically derived dipole moments by comparing them with diverse ob-
servational data sets from solar cycle 14 to solar cycle 23. This analytic method reasonably
estimates the observed dipole moment of solar cycles spanning a century. However, solar
cycle 19 is an exception, being the strongest and most extreme cycle in the observation.

Notably, for the first time, our method has allowed reconstruction of the dipole moment
at solar minimum spanning a century — allowing a robust test of its value as a precursor
for predicting solar cycle amplitudes. We obtain a strong relationship between the dipole
moment of the preceding cycle and the sunspot number of the subsequent solar cycle.
Using this empirical relationship, we compute the yearly averaged sunspot number from
solar cycle 14 to cycle 24. These estimates match the observations well. This is taken
advantage of to predict the peak amplitude of sunspot cycle 25. We utilize the algebraically
derived dipole moment of solar cycle 24 as a precursor to forecast the strength of solar
cycle 25. The predicted amplitude is 128, with a range which places cycle 25 between
sunspot cycle 20 and cycle 24.

Our work provides strong support to the idea that the emergence and evolution of tilted
bipolar sunspot pairs are the primary contributors to the Sun’s dipole field — the so-called
Babcock-Leighton mechanism. Surface flux transport models rely on this idea, and nu-

merous dynamo models have been developed based on this idea, which reproduce diverse
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characteristics of the sunspot cycles. (Jiang et al., 2014; Cameron and Schiissler, 2015;
Hazra and Nandy, 2016; Hazra and Nandy, 2019; Saha et al., 2022; Dash et al., 2023;
Karak, 2023; Pal et al., 2023; Hazra et al., 2023)

This analytic method for estimating the Sun’s dipole moment relies on diverse proper-
ties of sunspots, including their latitudinal position, flux content, separation between two
polarities and the total number of active regions that appear in a solar cycle. This method’s
dependency on BMR characteristics can sometimes lead to deviation from observations
in the theoretical dipole moment calculation. For example, in our analysis, we observe a
deviation in the dipole moment of solar cycle 19, which in turn impacts the reconstructed
amplitude of solar cycle 20. This occurs because the direct dependency on the total num-
ber of sunspots and the flux content can weaken the accuracy of dipole moment estimates
at the end of the cycle, which is not always seen in the observation. Nevertheless, such
deviations are not always significant, and the dipole moment at solar minima derived from
this analytic method closely matches the observational proxy based on polar flux. Notably,
the sunspot amplitudes of past cycles empirically derived from the analytically estimated
dipole moment match sunspot cycle amplitudes spanning the last century. Taken together,
these corroborate our algebraic approach for dipole moment estimations.

We emphasize that our methodology is an independent means to estimate the dipole
moment at the minima of solar cycles based on characteristics of the sunspot time series.
Therefore, this provides a straightforward theoretical tool to reconstruct the dipole moment
at the minima of past sunspot cycles. We want to highlight that our method doesn’t rely on
solving numerical equations like those used in surface flux transport models.

There are certain shortcomings in such an approach, which relies on a 1D analytical
model. For example, detailed studies of inter-active region interactions, exploration of non-
axisymmetric phenomenon and influence of non-linearities can not be addressed. For these
aspects, one must still rely on numerical simulations of spatially extended time-dependent
magnetic field evolution models. However, when it comes to estimating the solar dipole
moment and making predictions for the solar cycle, the algebraic method explored here

appears to be a useful, independent tool.
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Chapter 4

Solar Cycle Fluctuations: Impact of

Anomalous Active Regions

“One of the major sources of perturbation in the solar cycle amplitude is believed to be the
emergence of anomalous active regions that do not obey Hale’s polarity law and Joy’s law
of tilt angles. Anomalous regions containing high magnetic flux that disproportionately im-
pact the polar field are sometimes referred to as “rogue regions.” In this study, utilizing a
surface flux transport model, we analyze the large-scale dipole moment buildup due to the
emergence of anomalous active regions on the solar surface. Although these active regions
comprise a small fraction of the total sunspot number, they can substantially influence the
magnetic dipole moment buildup and subsequent solar cycle amplitude. Our numerical
simulations demonstrate that the impact of “anti-Joy” regions on the solar cycle is similar
to those of “anti-Hale” regions. We also find that the emergence time, emergence latitude,
relative number, and flux distribution of anomalous regions influence the large-scale mag-
netic field dynamics in diverse ways. We establish that the results of our numerical study
are consistent with the algebraic (analytic) approach to explaining the Sun’s dipole mo-
ment evolution. Our results are relevant for understanding how anomalous active regions
modulate the Sun’s large-scale dipole moment buildup and its reversal timing within the
framework of the Babcock—Leighton dynamo mechanism—now believed to be the primary
source of solar cycle variations. '

4.1 Introduction

Active regions emerging on the solar surface have long been considered the primary ele-
ment through which the solar cycle manifests itself (Schwabe, 1844). Short and long-term

evolution of the magnetic field associated with active regions drives solar magnetic events

I'This chapter is based on Pal et al. (2023).
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such as flares, coronal mass ejections, energetic particle releases, etc., besides controlling
the Sun’s total electromagnetic output. These activities subsequently affect the Earth and
its vicinity, specifically satellite operations, telecommunications, and contribute to various
aspects of space weather (Nandy, 2004; Nandy and Martens, 2007; Schrijver et al., 2015).
Since surface magnetic field distribution and its evolution play crucial roles in governing
the short and long-term changes in space weather and space climate, respectively, it is vital
to study the large-scale surface magnetic field during a solar cycle as well as its cycle to
cycle irregularities (Bhowmik and Nandy, 2018; Petrovay, 2020; Nandy, 2021; Bhowmik
et al., 2023). The magnetic cycle of the Sun can be explained using the Babcock-Leighton
(B-L) Solar Dynamo theory (L.cighton, 1964; Piddington, 1972; Wang et al., 1991; Hazra
and Nandy, 2016; Charbonneau, 2020; Fan, 2021; Hazra et al., 2023). At the solar activity
minimum, the global magnetic field is primarily dominated by the poloidal field compo-
nent, which is predominantly dipolar. The solar differential rotation stretches this poloidal
field longitudinally to generate the toroidal field component in the tachocline region. Am-
plified toroidal flux ropes eventually encounter magnetic buoyancy in the convection zone
and emerge primarily as Bipolar Magnetic Regions (BMRs) (Nandy, 2002; Gilman, 2018;
Fan, 2021). Near the Sun’s equator, the leading sunspot polarities of two opposite hemi-
spheres annihilate each other, and the remaining trailing spot (mainly of uni-polar magnetic
fields) drifts towards the respective poles via large-scale meridional flow and diffusion.
During the first half of the solar cycle, many such trailing polarities reaching the polar
region eventually cancel the existing large-scale polar field and create a new one with the
opposite sign. This reversal of the global dipolar field happens during the solar cycle max-
imum, and the new polar field keeps growing till the end of the cycle. This whole process
of redistribution of active region-associated magnetic flux on the solar surface is known
as the B-L mechanism (Babcock, 1961; Leighton, 1964; Mackay and Yeates, 2012; Jiang
et al,, 2014). One of the existing hypotheses explaining the dynamo cycle involves merid-
ional circulation advecting the poloidal field down to the tachocline region from the solar
photosphere followed by the generation and enhancement of toroidal field via Parker’s Q-
effect (Parker, 1955) - thus completing the full solar cycle. Therefore, the B-L mechanism
is the primary means for evolving the polar field and also a crucial component controlling

variability in the amplitude of sunspot cycles over decadal to century-scales (Nandy and
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Choudhuri, 2001; Dasi-Espuig et al., 2010; Mufioz-Jaramillo et al., 2010; Bhowmik and

Nandy, 2018; Kumar et al., 2019; Dash et al., 2020; Nandy et al., 2023).

Active regions associated with a solar cycle have their own characteristics and largely
follow specific patterns. They emerge closer to the equator as the cycle progresses. This
latitudinal variation of active regions in both hemispheres primarily follows Sporer’s Law
(Carrington, 1858). Hale’s polarity law (Hale et al., 1919; Hale and Nicholson, 1925) de-
termines the sign of magnetic polarities (positive/negative) of active regions also known
as Bipolar Magnetic Regions (BMRs) in each hemisphere. According to Hale’s law, the
relative order of magnetic polarities of the leading and trailing spots remains the same
in a particular hemisphere, but it’s the opposite between the northern and southern hemi-
spheres. To elaborate, if, during a particular cycle, the leading spots of BMRs emerging
in the northern hemisphere have positive polarity, the trailing spots will be of negative po-
larity. The pattern would be opposite for the southern hemispheric BMRs with negative
leading spots and positive trailing spots. This polarity order also reverses every solar cy-
cle. Observations suggest that for most sunspot groups, their leading and following spots
are seated close to the equator and the pole, respectively. Thus, the magnetic axis joining
the centers of the two spots (leader and follower) has a weak statistical tendency to have a
slight positive (negative) tilt angle with the axis parallel to the solar equator in the northern
(southern) hemisphere. The amplitude of tilt angles generally increases with increasing
latitude. This relation between active regions’ emergence latitudes and tilts is well known
as Joy’s tilt Law (Hale et al., 1919). Coriolis force, responsible for twisting the toroidal
flux tube during the time of emergence is believed to cause this tilt angle (Choudhuri and

Gilman, 1987; Fisher et al., 1995; Kleeorin et al., 2020).

Sporer’s law, Joy’s tilt law, and Hale’s polarity law - these three well-observed laws that
describe the location and orientation of sunspot pairs on the solar surface, play a key role
in understanding the solar magnetic cycle and its variations through B-L mechanism. The
emerging sunspots which do not obey these laws can significantly impact the long-term
behaviour of the large-scale solar magnetic field. We have termed these spots ‘anomalous
regions’. Rogue region is also one category of anomalous regions whose flux and tilt angle
is very high (Nagy et al., 2017, 2019). In short, ‘anomalous’ classification introduced in

this manuscript corresponds to all categories of Anti-hale and Anti-joy regions (or combi-
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nations of both) irrespective of the amount of flux and degree of tilt angle. We investigate
the strength of impact on the solar cycle for these different categories of anomalous regions

due to their diversity of tilt characteristics, flux content and spatio-temporal distribution.

There are several theories on the generation of such anomalous regions. Anti-Joy re-
gions (with tilt angles opposite from what should be according to their latitudinal positions)
emerge due to two reasons primarily: (1) randomness in Coriolis force (Schmidt, 1968),
(2) convective buffeting of flux tubes (Weber et al., 2013). For the Anti-Hale regions (re-
gions with opposite polarity orientation), studies suggest that they can be formed due to
(1) kink instability in highly twisted magnetic flux tube (Nandy, 2006; Knizhnik et al.,
2018), (2) oppositely oriented toroidal flux-tubes within the convection zone (Stenflo and
Kosovichev, 2012), (3) transport of Hale regions from opposite hemisphere (McClintock
et al,, 2014), and (4) small-scale dynamo action creating sunspots at the end of the cycle

(Sokoloff et al., 2015).

Past studies suggest that tilt quenching and variation in the meridional circulation are
vital factors causing cycle irregularities (Wang et al., 2002; Dasi-Espuig et al., 2010; Up-
ton and Hathaway, 2014). Additionally, the scattering in active regions’ tilt angles and
Anti-Joy regions produce significant changes in large-scale polar field build-up and open
magnetic flux dynamics during a solar cycle (Cameron et al., 2010; Jiang et al., 2014).
Besides, the appearance of a single large Anti-Joy and Anti-Hale region can have a sub-
stantial effect on cycle amplitude, which was argued by past studies (Yeates et al., 2015;
Jiang et al.,, 2015) as a probable cause of weaker peaks during solar cycles 23 and 24.
A large rogue region emerging at different cycle phases and latitudes with varying fluxes
also affects the subsequent sunspot cycle peak activity (Nagy et al., 2017, 2019). Previ-
ous observation-based studies claimed that the Anti-Hale or Anti-Joy spots appearing on
the solar surface constitute a certain percentage of the total number of sunspots in a cy-
cle, varying from 3% to 10% (McClintock et al., 2014; i, 2018; Zhukova et al., 2020
Mufoz-Jaramillo et al., 2021). Thus, it is essential to explore the effect of a group of these
anomalous regions on the large-scale surface magnetic field distribution and the overall
polar magnetic field variability - which we investigate in this present work. Our detailed
quantitative analyses are based on multiple numerical simulations using a data-driven sur-

face flux transport model (Bhowmik and Nandy, 2018). In these simulations, we consider
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Chapter 4. Solar Cycle Fluctuations: Impact of Anomalous Active Regions

three classes of anomalous regions based on the orientations and polarities of the two spots
within the active regions and study the consequences individually. We also investigate how
their effects vary depending on the following factors: their latitudinal position, emergence
timing relative to the cycle phase, associated magnetic flux and abundance compared to
remaining standard Hale-Joy regions.

The presented work is assembled as follows: in section 4.2, we describe the compu-
tational model used in our study, section 4.3 summarizes the results we obtain from our
simulations. In section 4.4, we validate the results using algebraic approximation and fi-

nally, we present our conclusions with relevant discussion in section 4.5.

4.2 Simulation Set-up

4.2.1 Surface Flux Transport Model

Surface Flux Transport (SFT) models are utilized to demonstrate the time evolution of the
large-scale photospheric magnetic field distribution according to the Babcock-Leighton
mechanism. This model includes the effects of supergranular turbulent diffusion (1) and
advective transport through large-scale plasma flows like differential rotation [@(0)] &
meridional circulation [v(0)] and particularly solves the radial part of the magnetic induc-

tion equation which is given by,

0B, 0B, 1 4 ,
B =055 R amaas ("(0)5n)
n 1 9 (. OB, 1 9%B,
R |sme a0 (smG 58 ) +sin20 792 +5(0,9,1). 4.1

Where B, denotes the radial component of the magnetic field, 8 and ¢ are colatitude and
longitude, respectively. We choose a constant turbulent magnetic diffusivity of = 250
km?s~! for our model (the same value was used in calibrated century-scale observational
data-driven SFT simulations by , ). The source term, S(6,9,t),
mimics the emergence of new active regions on the solar surface. Ry is the solar radius.
The Equation 4.1 is solved in a domain, 6 : 0 to & and ¢ : O to 27 radians, i.e., covering the

whole photosphere. The same SFT code based on spherical harmonics expansions (with
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degrees, [: 1 to 63) has been used in many past studies (Nandy et al., 2018; Bhowmik and
Nandy, 2018; Bhowmik, 2019).

To include the observed large-scale axisymmetric plasma flow in the toroidal direction,
known as differential rotation, @(0), we rely on the following mathematical expression,

provided by Snodgrass (1983),
@(0) = 13.38 —2.30cos’0 — 1.62 cos*0 degrees day . (4.2)

This profile is in accordance with the helioseismic observation (Durney, 1974; Schou et al.,
1998). In addition, there is another observed weak large-scale plasma flow named merid-
ional circulation (Hathaway, 1993; Komm et al., 1993; Mahajan et al., 2021; Hanasoge,
2022), which helps in transporting magnetized plasma from the equatorial region to the
poles in respective hemispheres. In our simulation set-up, this flow is bounded within 0°
to £75° in each hemisphere, attains the peak amplitude in the mid-latitudes and becomes
zero at the equator. We choose a time-independent meridional velocity profile similar to

van Ballegooijen et al. (1998),

v(A) =—vpsin(mA/Ag)  if |A] < Ao 4.3)
v(A) =0 if [A] > A (4.4)

Where, A is latitude and A is the limiting latitude (A9 = 75°) beyond which meridional
flow vanishes. The amplitude of the meridional flow (vg) is set at 15 m/s. We initialize our
simulation with a dipolar configuration of surface magnetic field concentrated primarily
near the 20° broad polar cap region (+70° to £90°) in both hemispheres. The unsigned
strength of the initial polar flux in one hemisphere is nearly about 2 x 10?> Mx which is

consistent with observations.

4.2.2 Synthetic Sunspot Cycle Profile

Modeling the source term [S(6,¢,7)] in Equation 4.1 in SFT simulations requires infor-
mation on emergence latitude, longitude, tilt angle and area of each region which can be
constrained by observed properties of active regions. For our study, we use the synthetic

solar cycle data which is prepared utilizing mathematical relations based on general prop-
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Chapter 4. Solar Cycle Fluctuations: Impact of Anomalous Active Regions

erties of observed solar cycles and their associated active regions. First, we consider a
time-dependent Gaussian curve to reproduce the sunspot number time series following
Hathaway (2010b). The time-latitude distribution band of active regions is inspired by
Jiang et al. (2011). We use the following square root relation, ot = C \/W to incorporate
Joy’s tilt law in our synthetic data set. Here, « is the tilt angle and A is the latitudinal
position of the centroid of the BMR. The tilt angle of BMRs can be constrained with the
variation of cycle strength and the localized inflows, incorporated in the constant factor
“C” (Jiang et al,, 2014). We consider a uniform distribution of active regions over the
longitudinal domain of the solar photosphere.

Since large sunspots rarely emerge during the initial and declining phase of a cycle, it
is preferable to use a polynomial distribution fitted to sunspot observations to model their
area distribution (Jiang et al., 201 1; Munoz-Jaramillo et al., 2015). In order to prescribe
the associated magnetic flux, we follow the relationship: ®(A) =7.0 x 10' A (Maxwell),
where A represents the area of the whole active region in micro-hemispheres (Dikpati et al.,
2006).

We assume that all active regions are typical f-spots having equal flux in two polarities.

We model each BMR with a Gaussian profile prescribed by van Ballegooijen et al. (1998).

4.2.3 Preparation of Anomalous Active Regions

As discussed earlier, a few emerging active regions may have different orientations and
polarities in contrast to the standard Joy’s tilt law and Hale’s polarity law. We catego-
rize four possible combinations in which three are considered (see the last three cases in

Figure 4.1a) as candidates of anomalous regions.

* Configuration 1 (H-J): the standard Hale-Joy BMRs (non-anomalous) with negative
leading polarity and positive following polarity in the northern hemisphere and the
opposite pattern in the southern hemisphere (see first case in Figure 4.1a). These

strictly follow Joy’s tilt law and are the “ideal” spots (denoted by H-J hereafter).

* Configuration 2 (AH-J): BMR that does not follow Hale’s polarity law but follow
Joy’s tilt law. These configurations are also known as Anti Hale-Joy BMRs (AH-J

hereafter).

90



4.2. Simulation Set-up

0|l o)== _

Configuration 2:

Q| O
o)

Confi%.lrg}ion 3:

goo
Sl 0

C 0 '
G\;é.

H
o
=2
[=]
=]
~

Figure 4.1: Panel (a): cartoon of bipolar magnetic region (BMR) with different orientations and
polarities in each hemisphere. Here BMR of configuration 1 follows both Hale’s and Joy’s law (H-J
region); configuration 2 represents regions which follow Joy’s law but violate Hale’s polarity law
(AH-J region); configuration 3 does not follow Joy’s tilt law but obeys Hale’s law (H-AJ region)
and lastly, configuration 4 disobeys both Hale’s and Joy’s law (AH-AJ region). Panel (b): surface
magnetic field distribution observed in line-of-sight magnetogram from the Helioseismic Magnetic
Imager (HMI) instrument on board the Solar Dynamics Observatory (SDO). It denotes four full
disk HMI magnetograms observed in Solar Cycle 24. Panel (c): cut outs of the green box (in panel

(b)

HMI MAGNETOGRAM: 10.09.2011

HMI MAGNETOGRAM: 27.06.2017

HMI MAGNETOGRAM: 30.08.2016

HMI MAGNETOGRAM: 17.03.2016

(©)

Configuration 1: H - J

Configuration 2: AH - J

Configuration 3: H - AJ

Configuration 4: AH - AJ

b) that serve as examples of the four configurations (H-J, AH-J, H-AJ and AH-AJ regions).
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10 All over the cycle
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Figure 4.2: Butterfly diagrams reflecting the spatio-temporal variability of the distribution of
anomalous regions. Histograms of phase distributions and latitude distributions are plotted on the
top axis and right axis respectively in each subplot. Top panel reflects the distribution where 5%
anomalous regions are spread all over the cycle. The next panel constitutes the diversity in emer-
gence phase of the anomalous active regions — (1), (2) and (3) dictate population dispersed at initial
phase, middle phase and the declining phase, respectively. Third panel denotes the high, mid and
low latitude distributions (4, 5 and 6, respectively).
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* Configuration 3 (H-AJ): BMR that follows Hale’s polarity law but have an opposite
tilt, unlike H-J, thus, violating Joy’s tilt law. As an example, consider the expected
positive tilt angle of a BMR in the northern hemisphere to be negative instead. Such

a BMR is categorized as a Hale-Anti Joy BMR (H-AJ hereafter).

* Configuration 4 (AH-AJ): this is the rarest one where the BMR neither follows
Hale’s polarity law nor Joy’s tilt law. It is then an Anti Hale-Anti Joy BMR (AH-AJ

hereafter).

The middle and last columns of Figure 4.1 show observational evidence of the above
configurations of active regions appearing during Solar Cycle 24.

In most of our simulations, we consider 5% anomalous regions of any kind (AH-J, H-
AJ or AH-AJ) comprising 5% of the total unsigned flux associated with the active regions
of the whole cycle. We place anomalous regions over the time-latitude domain using a ran-
dom number generator (see the 1st row in Figure 4.2; the black dots represent anomalous
regions). In addition, we also prepare six separate cases by varying emergence latitudes
and phases associated with AH-J BMRs. The butterfly diagrams corresponding to these
cases are shown in the middle and last panel of Figure 4.2. With each of these different syn-
thetic sunspot series, we perform disparate SFT simulations as described in the following

section 4.3.

4.3 Results

In order to understand the effect of anomalous active regions on the surface magnetic
field we primarily focus on large-scale magnetic field distributions. Especially, it is well-
established that the polar field and the axial dipole moment at the end of the solar cy-
cle, which closely reflect the large-scale field distribution, strongly correlate with the suc-
ceeding cycle amplitude (Yeates et al., 2008; Munoz-Jaramillo et al., 2013; Bhowmik and

Nandy, 2018). We calculate the dipole moment in the following way,

21
DM(t):‘“SR% /¢ . /)L B,(A,0,7) sinA cos A dA d9, 4.5)
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where A and ¢ represent latitude and longitude, respectively. R is the solar radius. DM(t)
denotes the global axial dipole moment. The dipole moment calculation involves the whole

latitudinal and longitudinal domain i.e. the entire photospheric radial magnetic field.

Axial dipole moment (Gauss)

00 25 50 75 100 125 150 17.5 20.0
Time (Year)

Figure 4.3: Time variation of axial dipole moment over two solar cycles including 5 % of four
differently configured BMRs. Green and pink curves denote the axial dipole moment evolution of
configuration 1 and configuration 4 (AH-AJ), respectively. Orange and blue curves represent the
time evolution of dipole moment for configuration 2 (AH-J) and 3 (H-AJ) respectively.

4.3.1 The Effect of Anomalous Regions on Axial Dipole Moment

We initially perform four SFT simulations (duration: 22 years each). One simulation with
all H-J spots and the other three simulations are with 5 % anomalous regions in configu-
rations AH-J, H-AJ, and AH-AJ respectively, while the remaining 95 % are H-J regions.
It is noted that the spatio-temporal distribution of anomalous regions is kept the same as
sunspots in these cases. Figure 4.3 depicts the evolution of the dipole moments associated
with each of these four simulations, where the anomalous regions were introduced beyond
year 11, i.e. in the second cycle. We notice that there is no significant difference in the
dipole moment variation for H-J and AH-AJ BMR distribution while AH-J and H-AJ both
behave similar to each other, yet significantly different from H-J and AH-AJ. Quantita-
tive details of the dipole moment amplitude for these four configurations are provided in

Table 4.1 (see SI No. 1to 4).
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Table 4.1: A list of quantitative results: Anomalous active regions (AARs) coming from distinct
distributions

Sl Type of AAR distribution Decrease in | Delay in time re-

No. Dipole Moment | versal

1) 5 % AH-J all over the cycle | 13.7 % 2.61 %
(5% flux)

2) 10 % AH-J all over the cycle | 48.17 % 7.85 %
(10% flux)

3) 5 % AH-J appearing more at | 3.99 % 3.14 %
the initial phase

4) 5 % AH-J appearing more at | 11.04 % 5.75 %
the middle phase

5) 5 % AH-J appearing more at | 26.17 % 1.57 %
the end phase

6) 5 % AH-J appearing more at | 3.73 % 3.14 %
the upper latitude

7) 5 % AH-J appearing more at | 9.75 % 3.14 %
the middle latitude

8) 5 % AH-] appearing more | 40.64 % 4.71 %
near the equator

In order to understand what leads to these similar outcomes from apparently different
BMR configurations, we investigate the temporal evolution of a single BMR each having
~ 60° tilt angle corresponding to the four configurations individually (see Figure 4.4).
Due to differential rotation, the large-scale surface plasma flow in the azimuthal direction
is faster near the equator than at higher latitudes. Consequently, the following spot of an
H-AlJ region nearer to the equator will advect more towards the right than the leading spot
and eventually will attain a configuration similar to that of AH-J. After a short period of
evolution (~ 50 days in our simulations), the only difference remaining between an H-AJ
and an AH-J region is that H-AJ region has a higher tilt angle and lower separation between
its two polarities than AH-J (see the middle two rows in Figure 4.4). The differential
rotation has a similar effect on an AH-AJ region, as it evolves to converge toward the
standard H-J configuration with a lower latitudinal separation and a higher tilt angle (see
the top and bottom rows in Figure 4.4). Now, the timescale of convergence between the
two sets of configurations (H-J & AH-AJ, AH-J & H-AlJ) depends on the initial tilt and

emergence latitude, which primarily decide the angular separation between the two spots of
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the BMR (given that their sizes are similar). In the case of a typical observed active region,

its tilt and, thus, the latitudinal separation are much smaller. This makes the timescale of
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Figure 4.4: Time evolution of the surface magnetic field (B,) for different configurations. Here
configuration 1 stands for H-J bipolar magnetic region (BMR), and configurations 2, 3, and 4
indicates the anomalous regions (mentioned in Figure 4.1). SFT simulations are performed for
these four initial configurations, and the evolved magnetic field configuration on day 1, 25 and 50
are shown in the left, middle and right panels, respectively.

convergence for the two sets of configurations longer. However, the time scale of empirical
sunspot evolution is short compared to long-term behaviour and can be considered transient
to the entire solar cycle progression. This explains the similar temporal evolution and the
final amplitude of the dipole moments at the end of the 22-year-long SFT simulations
(H-J — AH-AJ and AH-J — AH-AJ), even with apparently different classes of anomalous
regions. Increasing the percentage of anomalous regions to as high as 25 % does not alter
this generic behavior, indicating that the effect of the differential rotation on active regions

is quite robust and swift.
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Configuration 1: H - J Configuration 2: AH -]

Latitude (Degree)
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Figure 4.5: Butterfly diagram of the surface magnetic field (B,) for configuration 1 and configura-
tion 2. Panel (a): represents the butterfly diagram of H-J regions. Panel (b): shows the butterfly
diagram of 95 % H-J regions with 5 % AH-J regions. Cyan circles represents the AH-J regions
distributed all over the solar cycle. Yellow line in both plots depict the reversal timing of the polar
field. Black solid and black dashed lines represent positive and negative polarities respectively.
Blue arrow in Panel (a) denotes the newly built up polar field region, whereas blue box indicates
the opposite polarity surges for H-J] BMRs. On the other hand shorter blue arrow in Panel (b):
reflects the accumulation of lesser amount of negative flux during the end phase of the cycle. Blue
box indicates the missing opposite polarity surges in the same panel.

4.3.2 Effect on the Succeeding Cycle Amplitude and Time Period

The previous section demonstrates how the AH-J and H-AJ BMRs effectively cause the
same variation in the large-scale dipole moment build-up dynamics. Hereafter we limit our
analyses only to AH-J regions for simplicity. In the context of solar cycle predictions using
either dipole moment or polar flux, we quantitatively evaluate the effect of AH-J regions
on the final dipole moment amplitude at the cycle minimum and speculate its implications

on the following cycle amplitude.

We utilize magnetic butterfly diagrams (Figure 4.5) depicting the spatio-temporal evo-
lution of the longitudinally averaged B, on the solar surface to compare two SFT simula-
tions: one with all H-J regions and another one with 5 % AH-J regions (remaining 95 %
are H-J regions). We notice two significant differences.

Firstly, in both hemispheres, magnetic fluxes predominantly from the following spots
migrate towards the poles as an effect of the B-L. mechanism. The amount of these unipo-
lar surges, negative in the northern hemisphere (positive in the southern hemisphere), is
relatively higher in H-J configuration than in AH-J.

Secondly, in the second SFT simulation that contains AH-J regions, some negative (in

the northern hemisphere) polar surges are suppressed by the magnetic flux associated with
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the positive following polarities of AH-J regions (see within the blue rectangle in Fig-
ure 4.5). A similar scenario is observed in the southern hemisphere with opposite polarity
surges. The overall effect on the evolution and build-up of the large-scale polar magnetic
field is manifested in two ways: delay in its polarity reversal and weaker final amplitude
at the end of the cycle in the second simulation with AH-J regions compared to purely
H-J simulation. Consequently, the succeeding solar cycle is expected to be weaker and
have a relatively extended cycle duration ( , ; , ;
: )

Such changes should be more profound with more AH-J spots, which we verify by per-
forming several SFT simulations with increasing percentages of AH-J regions. Statistical
correlation analysis of the decrement of dipole moment amplitude at the solar minimum
with the increasing percentage of AH-J regions shows a strong positive correlation with
99.9 % confidence (Spearman coefficient is 0.963) in our SFT simulations. Subsequently,
the delay in dipole moment reversal compared to H-J regions bears a positive correlation
with the increasing number of AH-J regions (Spearman coefficient is 0.97 with 99.9 %

confidence).

4.3.3 Relative Effectivity between the Number and Magnetic Flux of

Anomalous Regions

According to the basic features of the B-L mechanism, which dictates the evolution of the
large-scale magnetic field on the solar surface, the total amount of magnetic flux associated
with active regions should have more significance than the total number of regions itself.
Although past observational studies ( , ; L, :

, ) provide an estimate of the number of AH-J regions (3 % to 10 %), there is
scanty information about the total flux contained by these anomalous regions. Thus we
perform additional SFT simulations with the aim of determining which one is more im-
portant: the number of AH-J regions (relative to H-J regions) or the amount of AH-J
region-associated magnetic flux (relative to H-J flux). Thus we consider four distributions

and compare the corresponding dipole moment evolution (Figure 4.6).

(a) AH-J regions constituting 5 % of the total number of active regions and 5 % of the

total active region-associated magnetic flux. Here the variation in number and flux
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Figure 4.6: Time evolution of axial dipole moment over 22 years incorporating a variation in the
number and flux content of the AH-J regions only in the second cycle. Here the variation in number
and flux is mentioned as %enumber-%flux. Orange (5 %-5 %) and dark-orange (10 %-5 %) curves
depict the time evolution of dipole moment with AH-J regions having 5 % flux but 5 % and 10 % in
number respectively. Violet (10 %-10 %) and dark-violet (5 %-10 %) curves represent AH-J regions
having 10% flux but 5 % and 10 % in number respectively. Green curve denotes the corresponding
result for 100% H-J regions. Panel (a): represents the simulation with single realization. Panel (b):
depicts the simulations with 20 random realizations for 10 %-10 % and 5 %-10 % cases.

is mentioned as % number-% flux (thus, 5 % - 5 % hereafter).

(b) AH-J regions constituting 10 % of the total active regions and 5 % of the total flux
(10 % - 5 % hereafter).

(c) AH-J regions constituting 5 % of the total active regions but 10 % of the total flux
(5 % - 10 % hereafter).

(d) AH-J regions constituting 10 % of the total active regions and 10 % of the total flux
(10 % - 10 % hereafter).

In Figure 4.6a, we first observe a close resemblance between the dipole moment evo-
lution in cases with fixed flux but different numbers of AH-J regions: 5 % -5 % (orange
curve) and 10 % -5 % (dark-orange curve). Whereas changing the flux from 5 % to 10 %
while keeping the number of AH-J regions fixed to 5 % shows a more profound impact on
the reversal timing and final amplitude of the dipole moment at the end of the cycle (see
the orange and dark-orange curve in Figure 4.6a). This difference in the large-scale mag-
netic field evolution becomes increasingly apparent in the later half of the cycle. However,
the importance of the number density of AJ-H regions cannot be entirely disregarded. The
same amount of magnetic flux (for example, 10 %) can be distributed in one or many AH-J

regions randomly positioned in the activity belt. Depending on their emergence timing and
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latitude (and tilt angle), additional variations will appear in the dipole moment evolution.
We test it by performing additional twenty SFT simulations with different realizations of
the time-latitudinal distribution of AH-J regions. The corresponding dipole moment evolu-
tion is depicted in Figure 4.6b. The outer curves encompassing the shaded area denote the
dipole moment evolution with maximum and minimum amplitudes for cases: 5 % - 10 %
(dark-magenta) and 10 % - 10 % (magenta). The width and significant overlap of these
two regions indicate that the relative importance between the number and magnetic flux
is subjected to the particular distribution of the associated emergence timing, location and
latitude-based tilt angles of anomalous spots. The details of these variations are discussed

in the next section.

4.3.4 Effect of Spatio-temporal Variability of the Anomalous Active

Region Distribution

So far, in our SFT simulations, we randomly distribute the anomalous regions over the
activity belt of the entire solar cycle. However, results from the previous subsection 4.3.3
indicate that emergence timing and latitude of such regions could introduce more vari-
ability in the large-scale magnetic field evolution. Moreover, earlier studies on observed
sunspots ( , ; Li, ) claim preferential spatio-temporal distribution
of anomalous regions which differs from cycle to cycle. Thus, we perform six more SFT
simulations to address variations of AH-J region distribution as follows.

We consider that AH-J regions emerging during the: (1) initial phase of the cycle, (2)
middle phase i.e. around the cycle maximum, and (3) declining phase of the cycle. Fur-
thermore, we consider other cases with AH-J regions concentrated (4) at higher latitudes,
(5) at mid-latitudes and (6) near the equatorial region (low latitudes). The correspond-
ing activity belts are shown in Figure 4.2 and the dipole moment evolution is depicted in
Figure 4.7.

For the case with AH-J regions emerging predominantly in the initial phase (simulation
1) of the cycle, we notice a slightly delayed reversal (Figure 4.7a) of the dipole moment
caused by unipolar surges from the following spots of AH-J regions which have the same
polarity as the existing polar field. However, in the later stage of the cycle, the surface field

is dictated by mostly H-J regions, which facilitate a faster increase of the dipole moment,
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Figure 4.7: Variation in the time series of the dipole moment (only for the second cycle in the simu-
lation) with different distribution of anomalous (AH-J) regions shown in 4.2. Panel (a): represents
the dipole moment evolution of different phase distributions. The effect of AH-J regions having
more density near the starting of the cycle, middle of the cycle and the end of the cycle on the
dipole moment is denoted by violet, grey and red curves, respectively. Panel (b): pink, light blue
and dark green curves depict the dipole moment evolution for AH-J regions emerging in high, mid
and low latitudinal positions, respectively. In all of these plots, green and orange curves represent
H-J and AH-J, respectively. Panel al, bl and a2, b2 are the cut out regions of panels a, b highlighted
in cyan and violet, respectively. These sub-panels portray the delay in time-reversal near the cycle
maximum and the decrement of dipole moment/polar flux at the minimum of the same cycle.
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thereby resulting in a final amplitude similar to the standard randomly distributed AH-J
regions all over the activity belt (see orange and violet curve in Figure 4.7a). The impact
of AH-J regions appearing around the cycle maximum (simulation 2) is reflected in the
significant delay in the reversal of dipole moment (see the grey curve in Figure 4.7a).
Note that the bulk of AH-J regions are introduced from year 4 onwards, and the dipole
moment almost immediately starts deviating from the H-J case showing a rather sharp
deviation in year 5. The effect persists until the cycle minimum with a weaker final dipole
moment. Finally, in the case of AH-J regions emerging during the declining phase of the
cycle (simulation 3), the dipole moment reversal epoch is similar to the H-J simulation
(see the green and red curves in Figure 4.7a). However, the final dipole moment strength
is the weakest among all three cases mentioned so far. It is caused by the magnetic flux
contribution from the following spots of AH-J regions (having opposite polarity compared

to the newly-built polar field) appearing mostly at the end of the activity cycle.

The dipole moment evolution for the three simulations with AH-J regions preferentially
emerging in the high (simulation 4), mid (simulation 5), and low latitudes (simulation 6)
are depicted in Figure 4.7b. We notice that the high-latitude distribution has minimal
effect on the dipole moment (pink curve in Figure 4.7b), resulting in a similar evolution as
in all H-J regions case, also concurring with the findings of Yeates et al. (2015). However,
the dipole moment corresponding to the simulation with mid-latitude emergences of AH-
J regions is almost equivalent to the standard case (where AH-J regions are distributed
all over the cycle). The maximum impact on the dipole moment is caused by the AH-
J regions emerging at low latitudes (dark green curve in Figure 4.7b), which is directly
related to their negative contribution (higher than the other cases) to the dipole moment
build-up (explained in more detail in the following sections). Quantitative details on how
the dipole moment evolution is affected in these six cases are provided in Table 4.1 (see Sl

No. 5to 10).
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4.4 Effectivity of Anomalous Regions on Global Dipole

Moment: A Theoretical Perspective

In our analyses so far, we have considered the large-scale magnetic field evolution on the
solar surface, primarily the dipole moment and polar flux, both of which are longitudi-
nally invariant by definition. While focusing only on these two measures, our spatially
two-dimensional SFT simulation (function of latitude, longitude and time) can be reduced
to only one spatial dimension with surface magnetic field dependent on latitude and time
( , ). Under such simplification, each tilted BMR, after averaging az-
imuthally, will appear as a pair of flux rings of opposite polarity with a bipole source
having a finite latitudinal separation. This methodology has been utilized earlier (

, ; , ; , ) to propose a mathematical perspective of
calculating the individual contribution of each active region emerging during a solar cycle

to the final global dipole moment generation at the cycle minimum.

As demonstrated by ( ) and ( ), the change in the
global dipole moment during the n'™ cycle can be expressed as the sum of the contributions

from individual active region dipole moments as follows,

Niotal
DM,+1 —DM, =ADM = ) 8Dy (4.6)

i=1
where 8Dy ; corresponds to the ‘ultimate’ dipole moment contribution from the i ac-
tive region during nth cycle and assuming there are Ny, regions in that cycle. Now,
the final contribution, 6Dy ; = fw ;0D ;, Where f.; is the asymptotic factor (
, ). The initial unsigned dipole moment of any active region can be expressed as
oD = ﬁcbd;t cosA, where A is the emergence latitude and dj, is the latitudinal sepa-
ration of the two polarities of the sunspot. & represents the magnetic flux in the BMR’s

leading (or following) spot. The polarity of the spots closest to the equator determines

whether 6D will positively or negatively contribute to the global dipole moment.

The asymptotic factor is a Gaussian function of latitude, f.. = Cexp(—22/2432), such
that its amplitude decreases with increasing latitude. Ag and C are dependent only on the

transport parameters used in the SFT model, which are fixed in all our simulations. Thus,
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in summary, the latitude dependency of the ultimate dipole moment contribution from an

individual region can be expressed as,

0Dy < d) cosA e M. 4.7

The function, 8Dy has decaying amplitude with increasing latitude, provided dj is
constant for a 1D system (see Figure 4.8a). This theoretical aspect delineated above can be
utilized to explain the variations seen in the dipole moment evolution in multiple SFT sim-
ulations presented in section 4.3. Firstly, under this one-dimensional formulation, active
regions (in Figure 4.2) are reduced to the bipole sources with finite latitudinal separation,
whereas the longitudinal separation between the leading and following spots becomes ir-
relevant. Thus we find pair-wise similarities of dipole moment evolution for the cases:
H-J and AH-AJ, and AH-J and H-AJ (provided all emerge at the same latitude, A with the
same separation, dj ). Secondly, any AH-J (or H-AJ) region will contribute negatively to
the dipole moment as its relative polarity configuration is the exact opposite of an H-J (or
AH-AJ) region, thus diminishing the global dipole moment as found in subsection 4.3.1
and subsection 4.3.2. These findings are reflected in Figure 4.8b where we carry out a
qualitative comparison between the net change in solar dipole moment in SFT simulations

with the mathematical approximations.

The latitude dependency shown in equation 4.7 also supports our findings in section
4.3.4. In the first three SFT simulations with the varying spatio-temporal distribution of
AH-J regions on the activity belts, we see notable changes in global dipole moment in
cases with the anomalous regions emerging during either middle or declining phases of the
cycle (see Figure 4.7a). A careful inspection of the latitudinal distribution of these spots
on the activity belt (see the second row in Figure 4.2) suggests that more spots emerging
in mid-to-low latitudes (in contrast to more high latitude emergences) are responsible for
this. Similarly, for cases with AH-J regions appearing in different latitudinal belts (see the
third row in Figure 4.2), preferential emergence in low latitudes (smaller A) will increase
the negative contribution according to equation 4.7. Therefore, it will cause the maximum
reduction of the final global dipole moment (see the pink curve in Figure 4.7b). Fig-
ure 4.8b shows the qualitative comparison between these results (high/mid/low latitudinal

emergence impacts) from our SFT simulations and aforementioned algebraic prescription.
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Figure 4.8: Qualitative comparison of net change in solar dipole moment in our SFT simulation with
the mathematical approximations. Panel (a): depicts the latitudinal (1) dependency of different
analytical functions contributing to the ultimate dipole moment. High, mid and low latitudinal
regions are denoted by cyan, violet and yellow. Panel (b): change in dipole moment (A DM) of our
simulations(violet traingles) are compared with the mathematically derived approximated values
(orange circles) for six different cases labelled on the horizontal axis.

4.5 Concluding Discussions

Emergence of active regions and transport of the associated magnetic flux on the solar sur-
face primarily determines the Sun’s polar field and dipole moment build-up. The global
dipolar field acts as the seed which modulate the amplitude of the future sunspot cycle
underscoring its importance. In this study, we focus on the orientation of the active regions
and investigate their impacts on the large-scale magnetic field of the Sun, especially, the
dipole moment and hemispheric polar field. We keep the flux transport parameters and
some BMR properties like the separation, area, latitudinal and longitudinal position fixed,
eliminating variations originating from these properties. This enables us to segregate con-
tributions from “anomalous sunspot regions” in the creation of irregularities in the solar
cycle. It is to be noted that “rogue” regions (Nagy et al., 2017) with very high tilt an-
gle or high magnetic flux (or a combination of both) are a subset of anomalous sunspots
according to our classification. How a few rogue or highly tilted active regions can sig-
nificantly impact the dipole moment evolution has been studied earlier (Jiang et al., 2014;
Nagy et al., 2017). In comparison, our focus is not on rogue regions specifically but on

a more comprehensive study of the impact of diverse classes of anomalous regions with
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varying numbers, flux content emergence timing and location.

We consider all active regions as bipolar sunspots (i.e., 3-spots) and do not consider
any regions with complex morphology (e.g., -spots). By performing multiple SFT simu-
lations we find that a fraction of the total sunspot number emerging as anomalous regions
can significantly influence the large-scale magnetic field evolution during the solar cycle.
The appearance of AH-J/H-AJ regions changes the polarity reversal timing and eventually
suppresses the axial dipole moment at the end of the solar cycle — in conformity with the

findings of ( , ; ) ).

In this work, we establish a crucial point through SFT simulations: the AH-J and H-AJ
regions contribute almost identically in the dipole moment evolution, polar field build-
up and their reversal epoch; this is because over a few rotational timescales the Sun’s
differential rotation makes their orientation similar. In addition, AH-AJ active regions
behave similarly to H-J regions in their long-term evolution. We perform an analysis which
shows that our simulation results are consistent with the algebraic formulation motivated

from mathematical theory (see section 4.4).

Based on our findings we conclude that in the context of the the long-term evolution
of the Sun’s large-scale magnetic field, the sunspots’ orientation can be grouped into two
classes: 1) Those that contribute positively to the dipole moment — Hale-Joy sunspots
(H-J) and 2) Which contribute negatively — Anti Hale-Joy sunspots (AH-J). These two
distinct classes of active region configurations also exhibit characteristically distinct dy-
namics over shorter time scales leading to disparate interactions with the local magnetic

field distribution.

Our analyses demonstrate that the amount of flux and the number density of anomalous
regions play an essential role in the dynamics of surface magnetic field evolution. Although
not always, we notice that in some cases a large population of anomalous sunspots can
impact the ultimate dipole moment more than a small population carrying the same amount
of flux. Therefore we speculate that sometimes a larger group of anomalous spots can
cumulatively be more influential than a single large rogue region due to their latitudinal

and phase distribution diversity.

It is known that the total amount of unsigned polar flux is of the order of the unsigned

flux contained in a single but very large active region. A similar amount of net flux dis-
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tributed over a fraction of sunspots of the anomalous class of regions appearing at distinct
phases and latitudes will affect the cycle differently. Our simulations show that AH-J re-
gions near the equator have the highest impact on the ultimate dipole moment strength,
whereas their appearance during the mid-phase of the solar cycle has the highest impact
on the reversal timing. Near-equatorial emergence is understood to be more influential
in general. This carries over to the case of anomalous regions. The leading polarity of
AH-J/H-AJ regions is opposite to the sign of the new polar field (that is being imparted)
in the opposite hemisphere. Thus upon appear near the equator and diffusing to the other
hemisphere, it may reduce the strength of the new polar field of the opposite hemisphere
(and the ultimate dipole moment) during the descending phase of the solar cycle. In sharp
contrast, at high latitudes, the initial phase population of anomalous regions hardly in-
fluences the overall magnetic cycle evolution and its inherent dynamics. We believe that
along with the diverse phase and latitudinal distributions, the hemispheric asymmetry in
the distribution of AH-J/H-AJ regions may translate to the asymmetry seen in the polar
field weakening.

The result from different scenarios based on different synthetic sunspot distributions
is described in section 4.3 and tabulated in Table 4.1. Note that the statistics reported
correspond to one random realization of each scenario. Although these values may differ
from one random realization to the other, the qualitative behaviour of the global magnetic
field evolution under different possible scenarios still have a resemblance to the observed
Sun.

In summary, our simulations provide insight on how the interplay of anomalous and
regular active regions modulate the solar dipole moment evolution. Given that the dipole
moment at the minima of a cycle is the most important factor determining the strength
of the future sunspot cycle, these insights are important in the context of solar cycle pre-
dictions. In order to constrain polar field evolution and dynamics it would be important
to extract the combined data of AH-J, H-AJ and AH-AJ regions (with their precise num-
ber, flux content and the emergence phase-latitude information) along with the H-J regions
from observation. Such an exercise will provide the necessary observational constraints for
driving more precise predictive models of surface flux transport evolution and illuminate

the fine subtleties of the Babcock-Leighton mechanism for solar polar field production.
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Chapter 5

Investigating the Drivers of Extreme
Variability in Solar Activity Over Cycle
19-20

“Over the past century, the Sun’s activity — which exhibits significant variations — went
through a phase known as the Modern Maximum. Notably, the strongest sunspot cycle on
record during this period, and indeed since direct sunspot observations began, was cycle
19; this was followed by a significantly weaker cycle 20. Understanding and reconstruct-
ing this extreme variability has remained elusive. Utilizing data-driven, coupled models of
magnetic field evolution on the Sun’s surface and within its convection zone, here we show
that random deviations in the tilt angle and polarity orientation of bipolar sunspot pairs is
sufficient to explain these observed, extreme fluctuations during the modern maximum in
solar activity. Our results support the theory that perturbation in the poloidal field source
of the dynamo mechanism — mediated via the emergence of anomalously tilted solar active
regions - is the primary driver of extreme variations in the Sun’s activity. This study has
implications for understanding how the Sun may switch from a phase of extreme activity
to quiescent, low activity phases — such as the Maunder Minimum. '”

5.1 Introduction

The sunspot cycle — characterized by an approximately 11-year quasi-periodic rise and fall
in solar activity — is a striking manifestation of the Sun’s magnetic behavior (Charbonneau,
2020; Usoskin, 2023). However, the strength of the Sun’s activity cycle is not uniform and

varies from one cycle to another, resulting in a variable forcing of the heliosphere that

I'This chapter is based on Pal and Nandy (2025).
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seamlessly bridges physical phenomena originating in our host star’s interior to planetary
impacts (Daglis et al.,, 2021). Observational evidence has uncovered that over the past
century, the Sun has exhibited a prolonged period of unusually high activity known as the
Modern Maximum (Solanki et al., 2004). The strongest cycle during this phase — in fact
over the past four centuries since direct sunspot cycle observations began with Galileo
Galilei and his contemporaries — was sunspot cycle 19 peaking around 1957; this was
followed by an unexpectedly weak sunspot cycle 20. Understanding and reconstructing
this extreme solar activity fluctuation over cycles 19-20 through physics-based models has
remained an outstanding challenge (Cameron et al., 2010; Jiang et al., 2013; Bhowmik and

Nandy, 2018; Virtanen et al., 2022; Pal and Nandy, 2024a; Yeates et al., 2025).

It is understood that nonlinearities inherent in the magnetohydrodynamic solar dynamo
mechanism and stochastic perturbations in the dynamo source terms can lead to amplitude
fluctuations from one solar cycle to another (Charbonneau and Dikpati, 2000; Saha et al.,
2025). The Sun’s large-scale dipolar field — the poloidal component (of which the polar
field is a proxy) —is inducted by solar differential rotation within the Sun’s convection zone
to produce the toroidal magnetic field component of the following sunspot cycle (Parker,
1955). Magnetic (Lorentz) feedback of strong toroidal flux tubes on the Sun’s differential
rotation can, in principle, result in amplitude modulation; however, observations show
that inter-cycle variations (known as torsional oscillations) in the solar differential rotation
which acts as the source of the Sun’s toroidal field — is quite small < 5% (Mahajan et al.,

2024).

Strong toroidal fields are unstable to magnetic buoyancy and rise up to emerge through
the solar surface giving rise to bipolar sunspot pairs — which are observed to be system-
atically tilted relative to the local latitude (due to the action of the Coriolis force on rising
flux tubes). Observations (Dasi-Espuig et al., 2010; Mufioz-Jaramillo et al., 2012), theoret-
ical considerations (Cameron and Schiissler, 2015) as well as data-driven, physical models
of the long-term evolution of solar magnetic fields — such as solar surface flux transport
(SFT) models and dynamo models (Bhowmik and Nandy, 2018) — have suggested that
the dispersal of the magnetic flux of these tilted bipolar sunspots (mediated by plasma
flows) is the primary mechanism for recreation of the Sun’s large scale dipolar field; the

latter mechanism is known as the Babcock-Leighton (BL) mechanism (Babcock, 1961;

109



Chapter 5. Investigating the Drivers of Extreme Variability in Solar Activity Over Cycle
19-20

, ). As magnetic flux tubes rise through the solar convection zone, they are
buffeted by vigorous turbulence, generating an observed scatter in the tilt angles around
the mean (Joy’s law tilt) expected from Coriolis force ( , ). The am-
plitude of this scatter is observed to be much more than the mean tilt angle, which acts as
a significant source of perturbation on the poloidal field source ( , ;

, ). Anti-Hale active regions (ARs) — bipolar sunspot pairs whose polarity orien-
tation does not conform to the conventional solar cycle trend — are an additional source of
perturbation ( , ; , ). Other mechanisms, such as tilt quenching
and latitudinal quenching, are also known to act as amplitude-limiting mechanisms for the

BL poloidal field generation mechanism ( , ; , ).

Although the interplay of these nonlinearities and stochastic forcing are theorized to
drive solar activity fluctuations, capturing the extreme variation between cycles 19-20 has
remained elusive. Here we address the outstanding question whether solar cycles 19 and
20 can be accurately reconstructed using known physics and physical models of solar mag-

netic field evolution.

5.2 Numerical Model Description

5.2.1 Data-driven SPhoTraM Simulation

Model Equation:

The CESSI Photospheric-Flux Transport Model (SPhoTraM) is a newly developed two-
dimensional numerical model designed to simulate the solar surface magnetic flux trans-
port processes. It solves the radial component of the magnetic induction equation in the
spatial domain in the presence of diffusion 11 (mimicking the effect of super-granular
flows) and transport profiles like meridional circulation v(0) and differential rotation @(8).
SPhoTraM employs various finite difference schemes combined with flux limiter algo-
rithms to numerically solve the magnetic induction equation with improved accuracy. In

general, the surface flux transport model is the replication of the well-known BL mecha-

110



5.2. Numerical Model Description

nism, which can be expressed by the following mathematical equation:
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In our model, the advective terms, v(6) follow an axisymmetric profile, peaking at mid-
latitudes with a velocity of 15 m/s and going to zero beyond +75°, while ®(6) is derived
from helioseismic observations, with the profile following Bhowmik and Nandy (2018);
Pal et al. (2023). We set 1 to 250 Km? /s. Another important term in our model is S(8, ¢,1),
which is the source term for magnetic flux emergence, accounting for contributions from
newly formed sunspot regions based on observational or theoretical input. This term is
modeled as an ideal bipolar magnetic region, following the mathematical profile outlined

in previous works (Bhowmik and Nandy, 2018; Pal et al., 2023).

Model Source Term:

To generate the source term, we require information on the emergence time, heliographic
latitudinal and longitudinal positions, and area of active regions for each solar cycle, all
of which are taken from the observational database provided by RGO/USAF/NOAA Data
Centre (2023). We record the emergence information for each sunspot when it reaches its
maximum area. After 1976, the sunspot records transitioned from the RGO database to
the USAF/NOAA database. To ensure consistency between the two datasets, we apply a
cross-calibration by multiplying a correction factor of 1.4 to all areas less than 206 micro-
hemispheres for active regions appearing post-1976 (Bhowmik and Nandy, 2018). Other
quantities, such as the magnetic flux associated with a sunspot, tilt angle, sunspot group
radius, and the separation between the two polarities of a sunspot pair, are derived from
the observational data using empirical and mathematical relationships. The magnetic flux
(®) of each active region is calculated using the relation: ®(A) =3.5x 10'? x A, where
A is the sunspot area in microhemispheres, and @ is the total magnetic flux in Maxwells,
whic is assumed to be equally distributed in the two polarities. We estimate the radius of
the sunspot from the area information and consider that the radial separation between two

polarities of a sunspot pair is proportional to the radius of the sunspot. We compute the
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standard tilt angle using the square root relation, y = CTyVA to incorporate Joy’s tilt law
in a sunspot pair. Here, ¥ is the tilt angle, A4 is the latitudinal position of the centroid of
the AR and T, is the tilt coefficient for n' solar cycle. The variation in tilt angles with
solar cycle strength (known as tilt quenching) is modeled through T, = 1.73 — 0.0035S,,
as derived from ( ), where S;, denotes the solar cycle strength. The constant
factor C is set to 0.7, accounting for the reduction in tilt angles caused by near-surface

localized inflows ( , ).

Introducing Stochaticity in the Source Term:
To introduce tilt scatter, we adopt a methodology commonly used in previous studies (

, ; , ). These studies show that the tilt angles of the sunspots devi-
ate from Joy’s Law in a manner consistent with a Gaussian distribution. This distribution
has a zero mean value, indicating no systematic bias, while its standard deviation (o) de-
pends on the sunspot area (A) according to the empirical relation: 6 = —11 x log(A) + 35
(For a detailed illustration, see the Appendix section in ( )). For each
sunspot group, we randomly sample a tilt scatter value (€) from this Gaussian distribu-
tion (having zero mean and o standard deviation) which is determined by that sunspot
group’s area obtained from the observed database. The resulting tilt angle is then given by
Y= CT,VA + €. In our simulations, incorporation of random tilt-angle scatter gives rise
to anomalous sunspots, including anti-Joy regions (specially those which carry opposite
tilt orientations to standard Joy ARs) and ARs with unusually large tilt angles. We also
consider the anti-Hale ARs are distributed randomly all over the cycle phase, emergence
latititude and two hemispheres. These anti-Hale sunspot distributions are generated from
independent random realizations following the methodology described by ( ).
In Figure 5.1, such anomalous AR distributions (Latitudinal and flux distribution) for solar

cycle 18 and 19 are shown.

To quantify the contribution from stochasticity, we calculate the flux-weighted tilt co-

efficient, T = (% Z‘Tf i ), where ¥, ¢;, and |A;| represent the tilt angle, flux content, and the

absolute latitude of the i sunspot. When this coefficient is multiplied by the signed total

flux emergence during that cycle this generates ®Ta — which provides physical insight

into the average contribution of tilted sunspots to the resulting polar flux at the end of that
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Figure 5.1: The top panel illustrates the latitudinal distribution of anomalous ARs (both anti-Hale
and anti-Joy regions) for solar cycle 18 (filled histogram) and solar cycle 19 (solid histogram).
The bottom panel displays the flux distribution of anomalous sunspots, with red filled and solid
histograms representing the flux throughout the sunspot cycles 18 and 19, respectively. For clarity
and better visualization, the x-axis in this panel is on a logarithmic scale.

cycle (Dasi-Espuig et al., 2010; Jiao et al., 2021).

Estimation of Large-Scale Magnetic Fields:
We calculate the axial dipole moment and polar flux using the photospheric map generated

by the SPhoTraM simulations utilizing the following relations.

DM(t)

/2
47rR2 /q) /__n/2 (A,¢,t) sinA cosAdAd9, (5.2)

CI)N/S / / R B ()uN/S,(P t) COS)LN/SdA,N/Sd(P (53)
=0 JAy/s

Here A and ¢ represent latitude and longitude, respectively. R is the solar radius. @y /s(V)
denotes the polar flux in the northern and southern hemispheres, respectively, and DM(t) is
the global axial dipole moment. The polar field is calculated based on the surface magnetic
field distribution only in the polar cap region (£70° to £90°), whereas the axial dipole mo-

ment corresponds to the entire photospheric magnetic field.

Optimization of the Polar Flux:
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Figure 5.2: The left panel presents surface vector potential at the minima of solar cycle 16 (begining
of cycle 17) from SPhoTraM simulation (AP" denoted by red curve) and from dynamo run (AP
denoted by black dashed line). The right panel shows the latitudinal correction function ().

The observational magnetograms and polar field measurements are only available from
1974 onward. To bridge this gap, we use polar flux estimates derived from Mount Wilson
Observatory calibrated polar faculae data, which extend back to 1906 (Muifioz-Jaramillo
etal., 2012). We first generate multiple ensembles of AR input source terms for each solar
cycle for Monte Carlo (MC) SPhoTraM simulation. In each ensemble of this MC sim-
ulation, our methodology automatically introduces stochastic variation in the tilt angles
and in the distribution of anti-Hale regions in terms of flux content, emergence locations,
and phase of appearance. Then we compare the SFT simulated polar flux generated from
each ensemble run with observed polar flux values and select a set which satisfies both
of the following criteria: (1) the simulated polar flux reversal timing must be within +1
year of the observed reversal time and (2) the simulated polar flux at the end of each solar
cycle must lie within a £20% range of the observed polar flux value. For each sunspot
cycle, we identify the optimal solution from the reduced ensembles by selecting the one
that best matches the observed polar flux at the cycle minimum. This is how we optimize

the simulated polar flux for our study.
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5.2.2 Dynamo Simulation

Model Equation:
To generate solar cycles, we utilize the two-dimensional kinematic axisymmetric dynamo
model that solves the toroidal (B) and poloidal component (Bp) of the magnetic induction
equation in presence of source terms for sustaining the dynamo mechanism ( , ;
, ). Inducing a toroidal field from the poloidal field, followed by the
regeneration of the poloidal field from the toroidal field, lies at the heart of the dynamo
cycle. In this axisymmetric model, the temporal evolution of the vector potential for the
poloidal component AP(r, 8) and the toroidal component of the magnetic field B(r, 6) are

described by the following equations:

0AP 1 1
_at + E [Vp . V(SAD):| = Np Vz s—z) AD +aB
0B B 1
. 19(sB) a
+5([V x (AP&)] - VQ) + - Sr a’l’ (5.4)

where, s = r sinf. In this equation, v, represents the poloidal velocity in the meridional
plane (or meridional circulation) that causes advection and distortions in the magnetic field.
We utilize a single-cell flow in each hemisphere, threading the convection zone. The terms
involving Mp and 1 correspond to the diffusion of poloidal and toroidal magnetic fields,

respectively.

Source terms in a dynamo model are crucial to compensate for the dissipation of mag-
netic fields within the convection zone. The internal rotational shear, as determined from
helioseismic observations, acts as a source for generating toroidal fields. We adopt the an-
alytical advective and diffusive flow profiles from ( ) for this study. In our
simulation, the generation of the poloidal field from the toroidal component is represented
by two distinct mechanisms which are thought to operate within the Sun’s interior. The
first one is the BL Mechanism introduced confined in the near-surface layers. The sec-
ond mechanism, the mean-field a-effect due to helical turbulent convection, operates on

relatively weaker toroidal field in the bulk of the solar convection zone. These two terms
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are incorporated in the equation as a single source term . The mathematical profile with
appropriate quenching of these source terms is included following ( ). In
each ensemble of MC simulation, our methodology automatically introduces variation in
the tilt angles and in the distribution of anti-Hale regions in terms of flux content, emer-

gence locations, and phase of appearance.

SFT Maps Coupled with Dynamo Framework:

We follow the methodology described in ( ) to couple the dy-
namo model with SFT simulations. We emphasize that our model does not incorporate
any intrinsic amplitude fluctuation of the & mechanism over time. Instead, the variability
in the poloidal field source term is introduced exclusively by integrating the SPhoTraM
generated surface magnetic map at every cycle minimum ( , ).
Our SPhoTraM model generates the radial magnetic field B?" (R, 8, t,) which is related
to the magnetic vector potential APh(R@, 0,tn) through the relation B =V x A, which

reduces to:

i[s,m 0A" (R, 0,1,)] (5.5)

B (Re. 0:tm) = R sinb 90

From this equation, we compute the surface vector potential AP" by integrated B?* (R, 0, t;y)

separately for the two hemispheres. The governing equations are:

(

For0< 6 <m/2,
f()e B"(RGa 6/7tm) sin@’do’
APR(R.,0,1,,)sin 0 = 56

For /2 <0 <m,

kfGﬂ:B”(RQa Glytm> sin@’do’

It is noted that, here, BP"(R.,, 0, t,,)) is calculated by longitudinally averaging the surface

magnetic field during solar minima (t = tyy).

After calculating the vector potential from SPhoTraM run, denoted as AP it is fed into

the dynamo model after proper calibration, which replaces the dynamo-generated vector
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potential AP (see left panel of Figure 5.2 for an example). To calibrate AP at solar minima
against A", we scale their amplitudes on the solar surface by a constant factor (k), which
is determined at the minimum of solar cycle 16 and kept fixed throughout the simulation.
Thus we use AP = kx AP,

After this amplitude calibration, although the amplitudes of AP and AP" are aligned,
their latitudinal distributions, specifically AP (R, 8,ty,)sin 8 and AP"(R®, 6, t,,) sin 0 still
differ significantly. To reconcile this, AP at each solar minimum is further corrected
by a latitudinal function a(8), such that the product a:(8) x AP(R®, 0, t,,) sin 8 matches
APM(R®, 0,ty)sin @ at the solar surface (see right panel of Figure 5.2 for an example). We
assume that the correction to the dynamo’s poloidal field — arising from the BL mechanism
—is confined to the radial range between 0.8R® and R®. This assimilation is implemented
sequentially at each cycle minima and forces the dynamo generation of the toroidal com-
ponent of the magnetic field which acts as the source of the sunspot cycle. To elaborate, at
each solar minimum, the dynamo simulation is paused, and AP(r, 8,ty,) sin 8 is multiplied
by ko, () at all grid points within this mentioned radial layer (remember  is fixed but ¢¢(0)
changes for each cycle). Once AP has been updated to reflect the SPhoTraM-generated
vector potential AP, the dynamo simulation resumes and continues its evolution. It is to
be noted that all the other plasma parameters in the dynamo model are kept fixed for each
solar cycle simulation.

This iterative approach enables us to produce a sunspot number time series driven by
the SPhoTraM model, thereby providing a physics-based reconstruction of solar cycles

over an extended period, including the extreme variations.

5.3 Results and Discussions

We first reconstruct century-scale solar polar field variations using an SFT model. These
models are driven by incorporating as input the emergence profile and statistics of bipolar
sunspot pairs. We prepare the synthetic input of ARs using observed sunspot emergence
statistics derived from the ( ) database — which pro-
vides details on the area, emergence time, and location of sunspots. These information
are used to drive the SPhoTraM model (a brief description of which is available in sub-

section 5.2.1). Past work has shown that long-term simulations using this database fail to
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reproduce variations across all solar cycles, including extreme solar cycles (Bhowmik and
Nandy, 2018; Pal and Nandy, 2024a). This limitation arises because this database lacks
two crucial information necessary for precise modeling. The first is the tilt angle informa-
tion of ARs, which significantly influences polar field generation, is unavailable. Although
models often assume that tilt angles follow the mean Joy’s law tilt expected from Coriolis
force, scatter around the mean tilt is crucial for capturing polar field variations (Jiang et al.,
2014; Nagy et al., 2017). The second limitation is the lack of observational constraints on
the polarity orientation of sunspots which results in an inability to account for the impact
of anomalous ARs (anti-Hale configurations). These anomalous sunspots can significantly
reduce the polar field and the overall solar cycle strength (Pal et al., 2023). To overcome
these limitations, we incorporate these two properties of ARs into our SPhoTraM simula-

tions.

We begin our simulation in 1902, at the beginning of solar cycle 14, initializing it with
a dipolar magnetic field configuration. First, we generate the ensembles of sunspot input
sources for a single solar cycle. Each ensemble introduces random scatter into the standard
empirically calculated tilt angles; for technical details, see subsection 5.2.1. Additionally,
we distribute approximately 8% - 8.4% of the total ARs of that cycle as anti-Hale regions
— which we note is consistent with the observed range gleaned from the most recent solar
cycles for which polarity information exists (i, 2018). Accounting for tilt scatter and
anti-Hale active region distribution in this manner, we generate multiple input sources
for solar cycles 14 to 23 and perform Monte Carlo (MC) SPhoTraM simulations. From
these ensembles, we choose the optimal solution for each solar cycle, which minimizes the
difference between the simulated and observed polar field at cycle minima (for detailed

methodology of optimizing, see subsection 5.2.1)

Figure 5.3 (top panel) shows the optimized simulated polar flux variations for the
northern and southern hemispheres (solid red and blue, respectively) compared with the
observed polar flux (dashed curves). This figure demonstrates that by accounting for tilt
angle scatter and anti-Hale sunspots, we are able to successfully reproduce the polar field
evolution of solar cycles 18 and 19 (which serve as sources for sunspot cycles 19 and
20, respectively), along with other cycles over century-scale. The butterfly diagram (Fig-

ure 5.3 bottom panel) depicts the time-latitude evolution of the longitudinally averaged
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radial magnetic field (B;). The diagram shows the surface field dynamics associated with
polar field reversal and build-up in our optimized simulation. Additionally, the magnetic
flux surges toward the poles, representing both positive and negative polarity contributions,
including perturbation due to anomalous ARs are clearly discernible. These surges play a

crucial role in determining polar field amplitude.
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Figure 5.3: The top panel illustrates the variations in the optimized simulated polar flux (solid
curves) alongside the observed polar flux obtained from the MWO polar faculae database (dashed
curves) for solar cycles 15 to 23. The red and blue curves represent the Northern and Southern
hemispheres, respectively. Additionally, the black/grey curve in the same panel depicts the total
yearly/monthly averaged unsigned sunspot flux, derived from the RGO/USAF/NOAA database.
The bottom panel presents the time-latitudinal distribution of the radial magnetic field (B;) based
on the optimized simulation. Here, yellow and blue shades indicate magnetic fields of positive and
negative polarity, respectively.

In the next stage, we employ a two-dimensional (axisymmetric) kinematic dynamo
model (for model details see subsection 5.2.2) to reconstruct the solar cycle time series
over a century covering the Modern Maximum phase. In this approach, we assimilate
the longitudinally averaged surface magnetic field from the optimized SFT simulation as
the source of the poloidal field into the dynamo model at the end of each solar cycle (see

subsection 5.2.2 for a more detailed methodology). Our solar dynamo model integrates a
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Figure 5.4: The violet curve represents the total yearly averaged unsigned sunspot flux from solar
cycle 16 to 24, derived from the USAF/RGO/NOAA database. The orange curve indicates the
total unsigned flux simulated using the dynamo model (refer 5.2.2), driven by the poloidal field
generated by the SPhoTraM model. A Pearson correlation coefficient of 0.93, calculated with a
99% confidence level, highlights the strong agreement between the observed and simulated flux
strengths at cycle maxima.

buoyancy algorithm to simulate sunspot emergence as eruptions of the toroidal field when
it exceeds a specified threshold magnetic field strength. These toroidal field eruptions are
then used as a proxy for the total sunspot flux that has erupted during the cycle. The simu-
lated magnetic flux from these sunspot eruptions is compared with the observed unsigned
sunspot flux, which represents the total unsigned flux derived from sunspot emergence
data in the RGO/USAF/NOAA database. The result is depicted in Figure 5.4. It is noted
that the simulated magnetic flux does not reach the observed low value at minima. This is
a general issue in diverse dynamo models due to cycle overlap (Hazra and Nandy, 2016;
Kumar et al., 2019). This can be by fine-tuning the meridional flow from cycle to cycle,
which we do not consider here (Hazra and Choudhuri, 2017). Our results show that the
SPhoTraM generated poloidal field successfully reproduces the cycle strength of solar cy-
cles 19 and 20, while capturing the overall trend of other cycles over the century scale.
This outcome highlights the importance of properly accounting for tilt angle scatter and

anomalous regions in governing extreme variations in solar activity.

To deconstruct the physics of extreme solar variability over sunspot cycles 19-20, we
study the mean flux-weighted tilt angle distribution of sunspots in the simulation runs that
successfully reproduce the polar flux for solar cycles 18 and 19 (which subsequently act as

seeds of sunspot cycles 19 and 20, respectively). If no stochasticity is included in tilt-angle
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variations, the values of flux-weighted tilt coefficient, i.e. ®T remain nearly identical for

cycles 18 and 19, as shown in the top panel of Figure 5.5.
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Figure 5.5: Top panel denotes correlation between the flux-weighted tilt coefficient multiplied by
total flux (®T,) for the n™ solar cycle and the observed average polar flux at the end of the same
cycle. This correlation is estimated using the sunspot database without incorporating stochasticity.
Bottom panel illustrates correlation between the ®T, and two quantities at the end of the same
solar cycle (n): (i) the dipole moment simulated by SPhoTraM simulation (left x-axis, red circles),
and (ii) the observed average polar flux (right x-axis, magenta squares). These correlations are
estimated after incorporating stochasticity in the sunspot emergence statistics. The grey dashed
lines in both panels represent the best-fit linear regressions.

However, upon incorporating tilt-angle fluctuations, T4 increases substantially for
cycle 18, while it decreases for cycle 19. Moreover, the correlation between ®T4 of the
n™ solar cycle and the observed average polar flux at the end of the same cycle improves
significantly when stochasticity is incorporated into the sunspot emergence statistics (com-
pare the magenta squares in the top and bottom panels of Figure 5.5). Similarly, we observe
a strong positive correlation (r = 0.88, with 99.9% confidence) between ®T A of the n cy-
cle and the dipole moment at the end of the same cycle, as generated by the optimized SFT
simulation (see the red circles in the bottom panel of Figure 5.5). This result suggests that
solar cycle 18, with its higher ®T4 leads to a stronger dipole moment at the end of the
cycle which seeds the extreme sunspot cycle 19. This is because, when the tilt angle of

a sunspot pair is high, the latitudinal separation between opposite polarities increases due
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to plasma flows, avoiding intra-active region flux cancellation and allowing transport of
significant amount of flux efficiently toward the poles. A stronger polar field enhances the
seed poloidal field for the following cycle, which explains the exceptionally strong solar
cycle 19. The highest value of ®T4 further indicates that cycle 18 had ARs with very high
tilt-angle scatter — or, equivalently, the highest degree of stochasticity — accounting for its

exceptionally high amplitude.

On the other hand, the sudden drop in ®T4 observed for solar cycle 19 offers a con-
trasting and compelling explanation for the weak amplitude of solar cycle 20. When the
tilt angle of a sunspot pair is small, a larger portion of magnetic flux cancels internally
within the active region itself, thereby reducing the efficiency of poleward flux transport.
This diminished transport of magnetic flux weakens the buildup of the polar field, which in
turn contributes to a weaker subsequent solar cycle — as observed in cycle 20. Additionally,
the T parameter accounts for the influence of anomalous sunspots, including anti-Hale
ARs, which possess reversed polarities relative to standard sunspots. Being a stronger cy-
cle, solar cycle 19 exhibits a higher number of such anomalous ARs compared to cycle 18,
as shown in the Figure 5.1 in subsection 5.2.1. These anomalous ARs contribute a greater
amount of opposite — polarity flux toward the poles, ultimately diminishing the net polar
field strength by the end of cycle 19. Consequently, anti-Hale ARs play a crucial role in
generating extreme solar cycle variability — where a high-amplitude cycle culminates in a

weak polar field, leading to a subdued following cycle.

We note that it is challenging to separately assess the effects of anti-Joy and anti-
Hale regions across solar cycles 18 and 19 due to several factors which influence their
contributions. The most important factor, elaborated in detail in ( ), is that
an anti-Joy region with a tilt angle opposite to that expected from Joy’s Law evolves into
an anti-Hale region (due to the action of differential rotation) within a rotational timescale
— far shorter than solar cycle timescales — and thus their contributions are nearly similar.
Therefore, from the physical perspective, it is a better strategy to group these types of ARs

within the general framework of anomalous ARs.
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5.4. Summary

5.4 Summary

Solar cycle 19 stands out as exceptionally strong, yet the polar field build-up at its end is
surprisingly weak, leading to a weaker subsequent solar cycle 20. Such variations in solar
cycles can arise from multiple factors, including the non-linear mechanisms and external
stochastic mechanisms involved in magnetic field generation and transport. The lack of
long-term observations makes it challenging to constrain these processes. In this study,
we employ a novel ensemble run methodology applied on a coupled, data-driven solar
surface flux transport model and dynamo model to reconstruct the past ten solar cycles.
We specifically focus on understanding the extreme variation from sunspot cycle 19 to 20.

Our results reinforce the hypothesis that one of the key factors — if not the most impor-
tant one — driving cycle-to-cycle variations is the random scattering in sunspot tilt angles.
More importantly, our simulations show that reasonable fluctuations in the tilt angle of ARs
— within the observed range of variabilities — is able to recover the significant variation in
polar field at the end of cycles 18 and 19 that act as seeds for historically strong sunspot
cycle 19 and the much weaker cycle 20. Our results imply that no exotic new physics need
to be invoked to explain the extreme fluctuations observed during the Modern maximum
in solar activity. Our data-driven, observationally constrained physics-based simulations
lend further credence to the emerging understanding that stochastic perturbations — and not
non-linear quenching — is the primary driver of centennial-scale solar variability.

Building upon our findings, we may surmise that such random (stochastic) fluctuations,
manifest in solar ARs with highly anomalous tilt (and sometimes with large flux) may
indeed result in a catastrophic reduction in the value of the polar field — precipitating a
Maunder-like grand minimum. This possibility, already alluded to in ( ),
appears to be a distinct possibility based on this work which recovers the extreme fall
in amplitude from sunspot cycle 19 to 20. While ( ) suggest a “rogue” or
extreme anomalous AR may achieve this, a number of anomalous ARs — realizing which is
more probable — may achieve an analogous effect in precipitating grand minima episodes.

Our work motivates further investigations into intriguing possibilities.
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Chapter 6

Comparative Analysis of Polar
Precursors for Solar Cycle Prediction:
Global Dipole Moment versus

Hemispheric Polar Flux

“Accurate forecasting of future solar cycle amplitudes is crucial because solar activity
modulates the near-Earth space environment, yet such predictions remain a long-standing
challenge in solar physics. Observations indicate a correlation between the polar field
strength at a solar cycle minimum and the subsequent sunspot cycle amplitude — which
has been widely relied upon for solar activity predictions. However, it remains an open
question which polar precursor — polar field strength or axial dipole moment — serves as
the more robust predictor of future solar activity. In this study, we employ an observa-
tionally constrained, data-driven surface flux transport model to reconstruct century-scale
variations in both the polar flux and the axial dipole moment evolution and perform a
comprehensive assessment of their predictive capabilities. Our analysis demonstrates that
the axial dipole moment exhibits a stronger, more strong correlation with the amplitude
of the subsequent sunspot cycle than the polar field. This provides new physical evidence
supporting the axial dipole moment as the primary magnetic precursor for solar cycle
prediction within the framework of the Babcock—Leighton dynamo mechanism. '”

I'This chapter is based on a submitted research work
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6.1. Introduction

6.1 Introduction

Solar magnetic activity — manifested through magnetic cycles — plays a pivotal role in
influencing space weather, satellite operations, and even Earth’s climate system (Solanki,
2002; Airapetian et al., 2020; Temmer, 2021; Nandy et al., 2021, 2023). One of the most
prominent features of solar magnetism is the appearance of dark, strongly magnetized
sunspots on the solar surface with an approximate 11-year periodicity, known as the solar
cycle (Hale, 1908; Hathaway, 2015; Norton et al., 2023; Usoskin, 2023). These sunspots
have been observed continuously for centuries, from early pioneering observations with
the newly invented telescope in the early 17t century (Vaquero, 2007; Clette et al., 2015;

Pevtsov, Alexei A. et al., 2019).

The origin of the solar cycle lies in the complex, nonlinear interactions between mag-
netic fields and plasma flows in the solar convection zone (Cameron and Schiissler, 2015;
Charbonneau, 2020; Hazra et al., 2023). The turbulent nature of the Sun’s convection zone
gives rise to fluctuations that leave their imprint on the generation of the magnetic field
in the solar interior leading to cycle-to-cycle variations (Charbonneau, 2020; Brun, 2020
Choudhuri, 2018; Pal and Nandy, 2024a, 2025; Saha et al., 2025). The inherent stochastic
nature and non-linear feedback of the solar dynamo mechanism, coupled with the lack of
clear periodic patterns in sunspot records, make solar cycle prediction highly challeng-
ing (Petrovay et al., 2020; Nandy et al., 2021). As a result, precursor methods — where
indicators from the declining phase or solar minimum are used to forecast the upcoming
cycle’s strength — have gained traction in both empirical and physics-based modeling ap-
proaches (Upton and Hathaway, 2014; Bhowmik and Nandy, 2018; Jiang et al., 2023; Pal
and Nandy, 2024a; Jaswal et al., 2024; Jha and Upton, 2024; Jouve et al., 2025).

Among these, polar precursor methods — first proposed by Schatten et al. (1978) —
stand out due to their strong physical basis. Observations consistently suggest a positive
correlation between the amplitude of the Sun’s polar magnetic field (the radial component
of the poloidal field) at solar minimum and the strength of the subsequent sunspot cycle
(Schatten et al., 1978; Yeates et al., 2008; Mufoz-Jaramillo et al., 2012; Petrovay et al.,
2020; Nandy et al., 2023). This connection arises naturally within the Babcock—Leighton

(BL) dynamo framework, where the polar poloidal field is transported to the tachocline
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and converted into toroidal field, which seeds the sunspots of the next cycle.

Polar precursors generally fall into two categories based on large-scale solar magnetic
field indicators: (1) the polar field or polar flux, and (2) the global axial dipole moment.
Other proxies, such as polar filament statistics and geomagnetic indices, have also been
explored to enable earlier cycle forecasts ( , ; , ). Recent efforts
have investigated how early a reliable prediction can be made before the onset of a new
solar cycle. For instance, ( ) demonstrate that polar precursors may be
useful as early as 2-3 years before the solar minimum.

However, the limited availability of long-term polar field and dipole moment observa-
tions constrains the robustness of empirical predictions and makes it difficult to determine
the most effective precursor. In this letter, we address this fundamental question: Which
polar precursor — hemispheric polar flux or global dipole moment — offers better predictive
capability for future solar cycles? To answer this, we utilize a data-driven, optimized solar
Surface Flux Transport (SFT) model and reconstruct century-scale datasets of polar field
and dipole moment evolution. We analyze these simulated solar cycles alongside available
observations to reassess the polar precursor approach. Furthermore, we propose an alter-
native precursor that can potentially allow solar cycle prediction well before the minimum.
Our results demonstrate that the global dipole moment provides a more accurate and phys-
ically justified basis for solar cycle prediction than the hemispheric polar flux, making it a

valuable tool for long-term space weather forecasting.

6.2 Data and Methodology

We utilize the RGO/NOAA database to obtain the sunspot area (SSA) time series, which
provides measurements for the monthly averaged northern hemisphere (NH SSA), south-
ern hemisphere (SH SSA), and the total SSA (see blue, grey and orange filled curve in
three consecutive panels of Figure 6.1). As polar precursors, we primarily focus on two
key physical quantities: (1) the hemispheric polar flux and (2) the axial dipole moment.
For hemispheric polar flux, we utilize polar faculae observations spanning solar cycles
14 to 23, which are widely regarded as the most reliable photospheric proxy for recon-
structing the Sun’s polar magnetic flux (see maroon and purple dashed curve in first two

panels of Figure 6.1). However, direct observational data for the global dipole moment
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Figure 6.1: Time evolution of the Northern Hemisphere (NH) polar flux and NH sunspot area (top),
Southern Hemisphere (SH) polar flux and SH sunspot area (middle), and the axial dipole moment
and total sunspot area (bottom) from solar cycles 15 to 24. The filled curves denote the sunspot
area (SSA) in each panel, while the solid and dashed lines represent the simulated and observed

polar flux or dipole moment, respectively.
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Figure 6.2: Cross-correlation r(7) between the poloidal field and sunspot area (SSA) time series.
The left and right panels correspond to the simulation and observation, respectively. Red, blue, and
black curves represent the Northern Hemisphere polar flux, Southern Hemisphere polar flux, and
the axial dipole moment. The maximum absolute values of r are indicated by boxes (simulation)

and circles (observation).
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are only available for solar cycles 21 to 24, taken from WSO database. To overcome this
limitation, surface flux transport (SFT) models provide a powerful means to reconstruct
the Sun’s surface magnetic field for earlier cycles, thereby enabling the study of dipole
moment variations over an extended period.

In this study, we employ a data-driven, optimized SFT model — SPhoTraM — to re-
construct both polar flux and axial dipole moment over the past century ( ,

). This model ingests active region properties such as latitude, longitude, and mag-
netic flux from the RGO/NOAA sunspot database. To account for tilt angle scatter and
anomalous active region emergence, we follow the treatment described in ( );

( ). Using this observational input, we simulate the solar surface mag-
netic field evolution for decadal-scale solar cycles, optimizing the simulated polar flux to
match the observed polar faculae-based polar flux measurements. For a detailed descrip-
tion of the modeling framework and methodology, readers are referred to
( ). With this simulated dipole moment reconstruction, we extend our analysis from
the four observed cycles to ten cycles spanning the past century. This uniform framework
allows us to systematically compare the two polar precursors in terms of their correlation
with the peak sunspot area of subsequent cycles.

It is important to note that we treat the polar flux separately for the northern and south-
ern hemispheres, and likewise consider the sunspot area (SSA) independently for the north-
ern hemisphere (NH) and southern hemisphere (SH). However, when analyzing the rela-
tionship between the axial dipole moment time series and the SSA time series, we use the

total SSA.

6.3 Results and Discussions

6.3.1 Analysis of Time Lags Between Different Time Series

To determine the time lags between any two time series, we use cross-correlation analysis,
a statistical method that quantifies the similarity between two time series as a function of
time lag, using the entire signal duration. Let x(7) and y(¢) be two discrete time series of
length N, sampled at uniform intervals. The cross-correlation coefficient r(7) where the

latter signal is lagged by, 7 is defined as:
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Here x and y are the mean values of the x(¢) and y(¢) time series, respectively. The

cross-correlation coefficient (1) ranges between —1 and +1.

In Figure 6.3, we present the cross-correlation analysis between the NH polar flux
and NH SSA (red curve), the SH polar flux and SH SSA (blue curve), and the global
dipole moment and total SSA (black curve). All polar components are obtained from the
SFT simulation described in section 6.2. We find that the NH and SH polar fluxes lead
their respective hemisphere’s SSA by approximately 4.1 and 3.7 years, respectively, while
the dipole moment leads the total SSA by about 4.8 years — indicating that the dipole
moment tends to peak a few months earlier than the polar flux. These lead values are
determined based on the location of maximum r(7), and the corresponding coefficients
indicate a strong and statistically significant correlation (99.9% confidence level), with a
peak value of 0.76 for the dipole moment and SSA, and 0.65-0.68 for the polar flux and
SSA. A similar analysis using observational datasets, as detailed in section 6.2, is shown
in Figure 6.3 (right panel). Observational results agree well with the simulation, except
for the dipole moment series — likely due to limitations in the statistical robustness of the

available observational dataset.

In the next step, we apply wavelet coherence analysis, which extends traditional cor-
relation techniques by capturing localized relationships between two time series in both
time and frequency domains. For this, we employ the MATLAB wavelet-coherence pack-
age based on the algorithm developed by Grinsted et al. (2004). The second panels of
Figure 6.3(a-c) reveal a statistically significant coherence concentrated around the 11-year
period band throughout the full duration of the time series. Within this band, the phase
arrows predominantly point leftward and upward, indicating a near anti-phase relationship
and that the polar flux and dipole moment series lead the SSA time series. This phase
behavior suggests a precursor relationship between polar field proxies and SSA. To quan-
tify this, we extract the phase angles and compute corresponding time lags at the 11-year

period. As shown in the third and fourth panels of Figure 6.3(a—c), the results indicate
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that the NH polar flux leads NH SSA by 4.3 years with a phase of 133°, the SH polar flux
leads SH SSA by 4.4 years with a phase of 137°, and the global dipole moment leads total
SSA by 5.4 years with a phase of 166°, on average. Based on these results, we find that
the dipole moment of a cycle reaches its peak approximately 1 year earlier than the polar
flux. This temporal lead makes the dipole moment a potentially earlier and more effective

precursor for forecasting the amplitude of the upcoming sunspot cycle.
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Figure 6.3: Wavelet coherence analysis between the sunspot area (SSA) and the Northern Hemi-
sphere polar flux (panel a), Southern Hemisphere polar flux (panel b), and axial dipole moment
(panel c). The first row shows the simulated and observed time series, identical to those in Fig-
ure 6.1. The second row presents the wavelet coherence between each pair of series, where color
indicates the coherence strength (see color bar), arrows represent the phase relationship, and the
white-shaded region marks the cone of influence. Black contours enclose regions of statistically
significant coherence (p < 0.01). The yellow dashed line denotes the 11-year periodicity. The third
and fourth rows show the temporal evolution of the time lag and phase relationship, respectively.

6.3.2 The Polar precursor methods for Solar Cycle Prediction

Over the years, several precursor techniques have been proposed and successfully
applied to predict the amplitude and timing of future solar cycles. Among the most
widely accepted is the correlation between the polar field strength at the end of a cy-
cle and the amplitude of the following cycle, first introduced by Schatten et al. (1978).
Subsequent studies, such as Kumar et al. (2021), have further demonstrated that the
rate of polar field/dipole moment growth during the declining phase of a cycle is also
linked to the amplitude of the next one. More recently, Jaswal et al. (2024) identi-

fied a predictive relationship connecting the decay rate of the dipole moment in cycle
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Figure 6.4: Pearson and Spearman correlation coefficients between different polar precursors
(hemispheric polar flux and axial dipole moment) and the corresponding sunspot area (SSA) time
series. Each panel represents a specific precursor relationship described in subsection 6.3.2 (see
text for details).

N with the rise rate of sunspot activity in cycle N+1. In this section, we indepen-
dently examine and validate these well-established relationships between the polar
field proxies derived from our SFT model output and the SSA time series through a
comprehensive statistical correlation analysis.

First, we assess the predictive relationship between various polar precursors — namely,
the NH polar flux, SH polar flux, and the axial dipole moment — and the amplitude of
the subsequent solar cycle. The first three sets of correlations (1, 2, and 3) are performed
for the following variables listed below. Second, we examine whether polar precursors can
predict not just the amplitude but also the timing (rise rate) of solar activity. Two additional

correlation analyses are conducted for this (4 and 5):

1. Cycle-to-cycle amplitude correlation: Between the amplitude of each polar pre-
cursor (NH polar flux, SH polar flux and axial DM) at the end of cycle N-1 and the
peak SSA (NH, SH, and total) of the subsequent cycle N.
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2. Rise rate to amplitude correlation: Between the rise rate of each polar precursor

during the declining phase of cycle N-1 and the peak SSA of cycle N.

3. Decay rate correlation: Between the decay rate of each polar precursor during the

rising phase of cycle N and the peak SSA of the same cycle.

4. Rise-rate to rise-rate correlation: Between the rise rate of each polar precursor

during the declining phase of cycle N-1 and the rise rate of SSA in cycle N.

5. Decay-rate to rise-rate correlation: Between the decay rate of each polar precursor

during the rising phase of cycle N and the rise rate of SSA in the same cycle.

We find that all correlation coefficients range between 0.6 and 0.8, with statistical sig-
nificance within confidence level, with the exception of the correlation between the polar
flux decay rate during the rising phase of cycle n and the SSA amplitude of that same cycle.

These results are summarized in Figure 6.4 and Table 6.3.2.

6.3.3 An Alternative Polar precursor for Solar Cycle Prediction

Until now, our analysis shows that the amplitude of the polar flux or dipole moment at
the end of a solar cycle serves as a robust predictor for the strength of the following cycle
(see Table 6.3.2). However, such cycle-to-cycle amplitude correlation can only be uti-
lized after the cycle minimum, limiting its utility for early prediction. To overcome this,
we introduce an alternative polar precursor that enables earlier estimation of the upcom-
ing cycle strength—well before the minimum, based on the polar component amplitude.
Specifically, we define a proxy based on the product of the rise rate of the polar flux or
dipole moment and the total cycle length, which serves as an approximation of the net
polar field or dipole moment generated during a solar cycle under the assumption of linear
growth. This approach allows us to quantify the cumulative polar field buildup over the
cycle phase and test its correlation with the next cycle’s strength. We find that this proxy
correlates strongly with the peak SSA of the subsequent cycle, as demonstrated in Fig-
ure 6.4 and summarized in Table 6.3.2, suggesting its potential as an early polar precursor
for solar cycle forecasting.

All together, we find that the dipole moment yields stronger and more statistically
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0.61 (99.3%)

X y Correlation Correlation
coefficient coefficient
(Simulation) (Observation)
1. Cycle-to-cycle amplitude correlation:
DM at the end of cycle Maximum SSA at Cp=0.83 Cp=0.98
N cycle N+1 (99.7%) Cs = (98.1%) Cg =
0.77 (99.1%) 0.99 (99.9%)
PF at the end of cycle Maximum SSA at Cp=0.69 Cp=0.64
N cycle N+1 (99.9%) Cs = (99.7%) Cg =
0.61 (99.5%) 0.63 (99.7%)
2. Rise rate to amplitude correlation:
DM rise rate at DP of Maximum SSA at Cp=0.76 Cp=0.90
cycle N cycle N+1 (98.4%) Cg = (90.0%) Cg =
0.67 (95.0%) 0.79 (80.0%)
PF rise rate at DP of Maximum SSA at Cp=0.64 Cp=0.84
cycle N cycle N+1 (99.6%) Cs = (99.9%) Cs =
0.62 (99.4%) 0.73 (99.9%)
3. Decay rate to amplitude correlation:
DM decay rate at RP of Maximum SSA at Cp=0.81 Cp=0091
cycle N cycle N (99.5%) Cs = (91.9%) Cs =
0.78 (99.2%) 0.79 (80.0%)
PF decay rate at RP of Maximum SSA at Cp=0.63 Cp=0.64
cycle N cycle N (99.7%) Cs = (99.7%) Cg =
0.60 (99.5%) 0.63 (99.7%)
4. Rise-rate to rise-rate correlation:
DM rise rate at DP of SSA rise rate at RP of Cp=0.82 Cp=0.98
cycle N cycle N+1 (99.4%) Cs = (90.6%) Cg =
0.70 (96.4%) 0.99 (99.9%)
PF rise rate at DP of SSA rise rate at RP of Cp=0.37 Cp=0.49(
cycle N cycle N+1 (87.4%) Cg = 96.1%) Cs =0.52
0.41 (91.0%) (97.3%)
5. Decay-rate to rise-rate correlation:
DM decay rate at RP of | SSA rise rate at RP of Cp=0.90 Cp=0.79
cycle N cycle N (99.9%) Cs = (79.1%) Cg =
0.77 (99.1%) 0.79 (80.0%)
PF decay rate at RP of | SSA rise rate at RP of Cp=0.57 Cp =045
cycle N cycle N (99.1%) Cs = (95.3%) Cs =
0.64 (99.8%) 0.58 (99.3%)
6. An alternative Polar Precursor:
Total DM generation at Maximum SSA at Cp=0.84 Cp=0.93
cycle N cycle N+1 (99.5%) Cs = (93.6%) Cs =
0.82 (99.3%) 0.79 (80.0%)
Total PF generation at Maximum SSA at Cp=0.73 Cp=0.75
cycle N cycle N+1 (99.9%) Cs = (99.9%) Cg =

0.83 (99.9%)

Table 6.1: Correlation of different polar precursors with Sunspot area (SSA) time series. RP and

DP denote rising phase and

declining phase, respectively.
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significant correlations compared to the polar flux across all correlation analyses (1-6)

discussed in subsection 6.3.2, subsection 6.3.3, and as summarized in Table 6.3.2.

6.3.4 Understanding the Physical Connection Between Polar Precur-

sors and Solar Cycle Evolution

The reason behind the strong correlations found between polar precursors (like NH/SH po-
lar flux and axial dipole moment) and next-cycle SSA amplitude and rise rate is grounded
in solar dynamo theory and surface flux transport physics. The Babcock-Leighton mech-
anism describes how the Sun regenerates its poloidal magnetic field from the decay of
sunspots, thereby sustaining the solar magnetic cycle. Deep within the convection zone,
the Sun’s differential rotation stretches the existing poloidal field lines into a strong toroidal
field. When this toroidal field becomes sufficiently intense, it rises buoyantly to the solar
surface, forming bipolar sunspot pairs. These pairs exhibit a systematic tilt with respect
to the equator due to the Coriolis force, known as Joy’s law, where the leading sunspot
(in the direction of rotation) lies closer to the equator than the trailing one. Now the sur-
face transport processes — primarily meridional flow and supergranular diffusion — carry
the trailing polarity flux toward the poles, where it cancels the existing polar field. Mean-
while, leading-polarity flux tends to cancel across the equator with opposite-polarity flux
from the other hemisphere due to differential rotation and diffusion. The net effect is
the accumulation of trailing-polarity flux at the poles, which eventually cancels the pre-
existing polar field and regenerates the Sun’s new polar field. This newly formed poloidal
field then sinks beneath the surface, where it is sheared again by differential rotation to pro-
duce a new toroidal field, completing the cycle and setting the stage for the next sunspot
emergence.

The intensity of cancellation and accumulation of opposite-polarity flux at the poles
determines the polar field strength at minimum. A stronger, well-formed polar field at
cycle N minimum reflects efficient transport of flux to the convection zone, which in turn
sets the stage for strong toroidal field generation (via differential rotation) in the next cycle
N+1.

Similarly, the polar field rise-rate during the declining phase of cycle N indicates how

quickly the following-polarity flux transports towards the pole, i.e., how rapidly polar field
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reversal and build-up happen. A fast, coherent build-up of polar field or dipole moment
implies an intense poloidal field/ dipole moment at the end, which translates into a stronger
subsequent cycle N+1. These causal relationship supports the well-known Waldmeier ef-
fect, where the rise rate of the sunspot cycle correlates with the same sunspot cycle ampli-
tude as suggested by ( ). Additionally, a rapid build-up of the polar field
or dipole moment during solar cycle N indicates a faster growth of the subsequent solar
cycle N + 1, suggesting its potential as a predictor of the sunspot peak timing.

Decay rate during rising phase of cycle N reflects how rapidly the polar field is being
eroded by incoming new cycle active regions. This may also signal how strong and quickly
the new cycle ramps up, though this process is more complex due to ongoing flux emer-
gence and active region overlap between cycles. A faster decay of the polar flux/ dipole
moment implies stronger or more frequent emergence of sunspots, thus a stronger cycle
peak, another version of the Waldmeier effect as suggested by ( ). Fur-
thermore, a faster decay of the polar field or dipole moment during solar cycle N is found
to be associated with a more rapid rise of the same solar cycle N, implying its potential
utility in predicting the timing of the sunspot maximum.

In the Babcock-Leighton dynamo context, the polar flux takes longer to build up be-
cause the magnetic flux must physically reach the poles from low to mid latitudes, which
takes approximately 3-5 years. However, the dipole moment is observed to decay more
rapidly and undergo polarity reversal nearly a year before the polar flux, reinforcing its
utility in early solar cycle prediction, both the timing and strength of the upcoming solar

cycle peak.

6.4 Conclusions

In this work, we have addressed the long-standing question of which polar magnetic field
precursor — the hemispheric polar flux or the global axial dipole moment — serves as a
more reliable indicator of future solar cycle strength. By employing a century-scale recon-
struction of the Sun’s surface magnetic field using a data-driven, optimized surface flux
transport model, we systematically analyze both quantities and their relationship with the
subsequent cycle’s sunspot activity.

Our findings show that the axial dipole moment exhibits consistently stronger and
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more statistically significant correlations with the amplitude and rise rate of the subse-
quent sunspot cycle compared to the hemispheric polar flux. The dipole moment not only
peaks earlier than the polar flux by nearly a year but also reflects a more global measure of
the Sun’s poloidal field, encompassing both high- and low-latitude magnetic flux contribu-
tions. This makes it a physically superior and temporally earlier precursor for solar cycle
forecasting.

We further introduce an alternative early-cycle precursor, defined as the product of the
polar field (or dipole moment) rise rate and cycle length, which correlates well with the
amplitude of the next cycle, providing a promising pathway for earlier solar cycle pre-
diction — well before solar minimum using the dipole moment contribution. Additionally,
we identify that a faster buildup of the polar field or dipole moment during a cycle cor-
relates with a faster rise and larger amplitude of the subsequent cycle, implying potential
for predicting not only the strength but also the timing of solar maxima. In predicting the
timing of the sunspot peak, the axial dipole moment also serves as a better indicator than
the hemispheric polar flux.

Taken together, these results provide compelling observational and theoretical evidence
supporting the axial dipole moment as the primary magnetic precursor of the solar cycle
within the Babcock-Leighton dynamo framework. This study strengthens the physical
foundation for solar activity forecasts and contributes toward the development of reliable,

physics-based space weather prediction tools.
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Chapter 7

Polar Filaments as a Solar Cycle
Precursor: A Babcock-Leighton

Dynamo Model Perspective

“The Sun’s polar magnetic fields at cycle minima are among the most reliable indicators
of future solar activity. However, direct measurements of these high-latitude fields remain
challenging from near-Earth vantage points. In addition to the polar field itself, high-
latitude structures such as polar filaments — which form along polarity inversion lines —
may serve as valuable indirect probes of the evolving polar field. In this study, we in-
vestigate this possibility using data-driven surface flux transport simulations in conjunc-
tion with long-term filament observations from the Meudon Observatory (data reduction
is done by Srinjana Routh and Subhamoy Chatterjee; see Routh et al. 2025). Our analysis
establishes a physical link between filament formation and the Babcock—Leighton mecha-
nism responsible for the Sun’s polar field reversal. We find that the residual polar filament
area at the end of a solar cycle correlates strongly with the polar flux build-up, identi-
fying it as a promising early precursor for solar cycle forecasting. These results suggest
that polar filaments captures the magnetic coupling between consecutive cycles, thereby
providing clues to the origin of future solar activity. '

I'This chapter is based on a collaborative research work recently accepted for publication in The Astro-
physical Journal Letters (Routh et al., 2025). The content presented here focuses solely on the research work
that forms an integral part of this thesis — specifically, the data-driven Surface Flux Transport (SFT) simu-
lations and the subsequent correlation analyses conducted to examine whether polar filaments can serve as
reliable proxies for the buildup of polar magnetic flux.

137



Chapter 7. Polar Filaments as a Solar Cycle Precursor: A Babcock—Leighton Dynamo
Model Perspective

7.1 Introduction

Solar filaments are elongated, thread-like structures of cool, dense plasma suspended in
the Sun’s magnetized corona (McIntosh, 1972). They appear as dark, ribbon-like features
in Hor observations because their temperature is much lower than that of the surrounding
corona. Filaments form along polarity inversion lines (PILs) — regions where the magnetic
polarity of the photosphere changes sign — and their shape and stability are governed by the
underlying magnetic field configuration (Martin, 1998). Based on their location and mag-
netic environment, filaments are classified into three main types: active region filaments,
which appear within magnetically complex sunspot regions; quiescent filaments, which
form in quiet Sun areas and are typically long-lived; and polar filaments, which emerge at
high latitudes near the edges of global magnetic flux systems (Tlatov et al., 2016; Xu et al.,

2021).

Among these, polar filaments are of particular importance because their formation and
migration are closely linked to the large-scale solar magnetic field evolution. The poleward
movement of polar filaments — known as the rush-to-the-pole — coincides with the reversal
of the Sun’s polar magnetic fields, marking a critical phase of the solar cycle as suggested

by Cliver (2014); Mazumder et al. (2021).

In this work, our particular interest lies in studying polar filaments, which emerge at
high latitudes near the boundary of decaying and newly transported magnetic flux. These
filaments often appear during the rising phase of the solar cycle and vanish following polar
field reversal, making them valuable indicators of the large-scale surface magnetic field
evolution. Their formation depends on magnetic flux cancellation and is closely tied to the
global dipole field, coronal structure, and solar dynamo processes (Mackay et al., 2010;
Jaswal et al., 2024). In this study, we combine observational data of polar filaments with
surface flux transport (SFT) simulations to show that polar filaments effectively trace the
polar field reversal process governed by the Babcock—Leighton mechanism. We also reveal
a strong correlation between polar filament patterns with the ultimate polar field/dipole
moment build-up, offering a promising predictive tool for solar activity forecasting. For

other details, please refer to Routh et al. (2025).
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7.2 Methods

7.2.1 Observational Data

In this study, we use the area and length of polar filaments detected from the Meudon Syn-
optic Maps. Our analysis is restricted to Solar Cycles 16 through 21, as Meudon data is
not available beyond this period, and incorporating other data sources may introduce cali-
bration inconsistencies. We consider those polar filaments which are located at |6] > 50°
latitudes. To study the corresponding hemispheric sunspot activity, we use the daily cross-
calibrated sunspot area dataset from 1874 onward, compiled by ( ). For
observational polar magnetic field data, we utilize the Mount Wilson Observatory (MWO)
polar faculae time series from ( ). For further details on the fil-
ament tracking methodology and the calculation of their geometric properties, which was

performed by Srinjana Routh and Subhamoy Chatterjee, we refer the reader to

(2025).

7.2.2 Reconstruction of Solar Surface Magnetic Fields for Sunspot

Cycles 16-21

We employ an observationally constrained, data-driven Surface Flux Transport (SFT) model,
SPhoTraM ( , ), to reconstruct the evolution of the solar surface mag-
netic field over sunspot cycles 16-21. The model is driven by observed properties of
sunspot emergences — including latitude, longitude, area, and timing — sourced from the
Royal Greenwich Observatory (RGO) database ( , ).
The statistical distributions of sunspot tilt angles and magnetic polarity orientations are
incorporated through a Monte Carlo ensemble approach, from which the optimal realiza-
tion is selected by maximizing consistency with available observational constraints. From
the simulated photospheric magnetic field maps generated by SPhoTraM, we calculate the

hemispheric polar flux using the mathematical formulations described below.

2

Dy /s(t) :/ R% B, (Ays, 9,1) cos Ay s dAy s d¢ (7.1)
=0 JAy/s
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Here, A and ¢ denote the heliographic latitude and longitude, respectively, and Ry is
the solar radius. B, is the radial magnetic field generated from the simulation. @y, s(t)
represents the polar flux in the northern and southern hemispheres, respectively. The polar
flux is calculated using the surface magnetic field confined to the polar caps (within £70°
to +£90° latitude).

The simulated polar flux time series are shown in the first panel of Figure 7.1. The SFT
outputs are optimized by calibrating the resulting polar flux against observed polar faculae
counts (see ( ) for methodological details and results). Importantly, this
data-driven simulation framework enables the reconstruction of butterfly diagrams during
periods lacking direct observations — illustrated in the second panel of the same figure

Figure 7.1 — thereby offering a window into the historical evolution of solar magnetism.

7.3 Results: Polar Filaments as Diagnostics of the
Babcock-Leighton Mechanism and Precursor of
Solar Cycle Strength

The Babcock—Leighton (BL) mechanism forms the cornerstone of our understanding of
how the Sun regenerates its magnetic field from one solar cycle to the next. In this frame-
work, the large-scale poloidal magnetic field arises from the decay and dispersal of tilted
bipolar sunspot regions that emerge from the toroidal magnetic field generated deep within
the solar interior. Once these sunspots appear on the surface, convective flows, differential
rotation, and meridional circulation act to redistribute their magnetic flux. The magnetic
flux of the leading polarity tends to cancel across the equator, while the following polarity
flux is carried poleward by meridional circulation. Over time, this accumulation and inter-
action of flux near the poles reverses the existing polar fields and builds up new ones of
opposite polarity. Through this gradual but cyclic process of emergence, decay, transport,
and reversal, the Sun’s magnetic field regenerates — capturing the essence of the Bab-
cock-Leighton dynamo mechanism that links the surface manifestations of solar activity

to the deeper magnetic engine driving the solar cycle ( , ; , ;

’ ’ B B ) ) ’
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The large-scale redistribution of magnetic flux across the solar surface, governed by
plasma motions such as differential rotation, meridional flow, and turbulent diffusion, can
be effectively captured through Surface Flux Transport (SFT) modeling (Jiang et al., 2014;
Bhowmik and Nandy, 2018; Pal et al., 2023; Yeates et al., 2023; Pal and Nandy, 2024a,
2025). In this study, we utilize the data-driven SFT model SPhoTraM to simulate the
evolution of the surface magnetic field and polar flux. The simulated spatio-temporal mag-
netic field maps allow us to investigate how variations in polar filament area correspond to
changes in the large-scale magnetic field configuration — thereby assessing whether these

filaments can serve as surface tracers of the Sun’s global magnetic evolution.
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Figure 7.1: Top panel: The red curve shows the total polar filament area over solar cycles 16-21,
and the black curve represents the corresponding sunspot area (Mandal et al., 2020). Light red and
black lines denote Carrington-rotation and monthly averages, while darker lines indicate 13-month
running means. The yellow and blue dotted-dashed curve shows the northern and southern polar
flux from the data-driven optimized SFT model. Green dashed lines mark polar field reversals.
Bottom panel: Spatio-temporal evolution of the radial magnetic field (B,) from solar cycles 16-21,
generated using the data-driven optimized SFT model (Pal and Nandy, 2025). Blue and red indicate
positive and negative polarities, respectively. (This figure is adapted from Routh et al. (2025).
Observational data reduction is performed by Srinjana Routh and Subhamoy Chatterjee and the
simulations are by Shaonwita Pal)
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The evolution of polar filaments follows a rhythm deeply tied to the solar magnetic
cycle, as illustrated in Figure 7.1. As shown in the upper panel of Figure 7.1, the total
polar filament area typically reaches its peak before the sunspot number maximum — well
ahead of the global magnetic field reversal. This timing reveals that filament formation is
most vigorous during the early and mid-rising phases of a solar cycle, when the magnetic
flux emerging from new active regions begins to interact with the remnants of the previous
cycle’s field. These encounters between opposite polarities lead to magnetic cancellation
near the poles, gradually setting the stage for the Sun’s magnetic polarity reversal. Once the
reversal has taken place, the freshly formed polar fields grow stronger through the declin-
ing phase, and the polar environment becomes more magnetically stable. The continuous
poleward transport of flux now reinforces the existing field rather than disturbing it, leading
to a marked reduction in filament formation. Consequently, the total filament area dimin-
ishes rapidly after solar maximum. Occasionally, isolated filaments still appear late in the
cycle — these are often linked to the emergence of anomalous or anti-Hale active regions,
whose opposite polarity orientation briefly disrupts the otherwise stable magnetic config-
uration ( , ). Thus, the waxing and waning of polar filaments encapsulate the
magnetic conversation between successive solar cycles, acting as subtle messengers of the

Sun’s evolving magnetism.

The lower panel depicts the time—latitude map of the longitudinally averaged radial
magnetic field (B,) derived from our optimized Surface Flux Transport (SFT) simulations
for solar cycles 16-21 ( , ). The simulation captures the gradual pole-
ward transport of magnetic flux that originates from the decay of bipolar active regions.
As the following-polarity flux from mid-latitudes drifts toward the poles, it encounters and
cancels the pre-existing polar magnetic field of opposite polarity. This flux cancellation
process, central to the Babcock—Leighton (BL) dynamo mechanism, ultimately leads to
the reversal and regeneration of the Sun’s polar fields. If polar filaments form along polar-
ity inversion lines (PILs) where these opposing flux systems interact, their emergence and
evolution should naturally trace the timing and spatial structure of the global magnetic field
reversal. Our analysis demonstrates that the observed patterns of polar filament formation
indeed mirror this magnetic evolution, highlighting their potential as diagnostic markers

of the Sun’s surface magnetic dynamics.
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7.3. Results: Polar Filaments as Diagnostics of the Babcock-Leighton Mechanism and
Precursor of Solar Cycle Strength

We next explore whether polar filaments can serve as early indicators of the Sun’s polar
field build-up at the end of a sunspot cycle — and thereby act as potential precursors of the
strength of the upcoming solar cycle. Because these filaments form through the interaction
of opposite magnetic polarities migrating toward the poles, their evolution naturally reflects
the dynamics of flux transport on the solar surface. Consequently, the statistical properties
of polar filaments may encode key signatures of the large-scale magnetic processes that
regulate the solar dynamo and drive the cyclic regeneration of the Sun’s magnetic field.

To examine this possibility, we first quantify the physical characteristics of the polar
filaments — specifically their average area, (A), and average length, (L)—for each solar
cycle. These averages are obtained by integrating the total filament area and length over
a given cycle and dividing by the cycle’s duration. The differences between consecutive

cycles, expressed as

A(AN) = (AN) — (AN-1),  A(Ln) = (Ln) — (In-1), (7.2)

represent how the filament characteristics evolve from one cycle to the next and are referred

to as the remnant filament parameters.

We then compare these remnant filament quantities with the polar magnetic flux am-
plitude at the end of each solar cycle, using both observed polar faculae data (

, ) and simulated results from the SPhoTraM model ( ,

). A clear and statistically significant positive correlation emerges between the change

in average filament area, A(Ay), and the amplitude of the polar flux, as shown in the first

column of Figure 7.2. A similar but slightly weaker trend is observed for the filament
length difference, A(Ly), as seen in the second column of Figure 7.2.

This result suggests that cycles with larger polar filament coverage tend to culminate in
stronger polar fields. Physically, this can be understood by recognizing that polar filaments
form along polarity inversion lines where opposite magnetic fluxes meet and cancel. When
greater flux is transported poleward during a cycle, more extensive and complex filament
structures appear at high latitudes, reflecting stronger magnetic activity and higher residual
flux. As the cycle progresses toward its end, this accumulated flux contributes to rebuilding
the polar magnetic field, setting the stage for the next cycle’s amplitude.

Thus, polar filaments not only trace the magnetic evolution of the solar poles but may
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also serve as valuable proxies for the Sun’s magnetic memory. Their behavior encodes
signatures of flux transport and accumulation that underpin the Babcock—Leighton mech-
anism — offering a new observational perspective to anticipate the strength of future solar

cycles.

7.4 Concluding Remarks

In this study, we have demonstrated that polar filaments — dark, elongated structures ob-
served at high solar latitudes — serve as effective surface tracers of the evolution and re-
versal of the Sun’s polar magnetic fields. Through a combination of observational data
from Meudon Synoptic Maps and data-driven Surface Flux Transport (SFT) simulations,
we have shown that the emergence and evolution of polar filaments are intimately linked
to the Babcock—Leighton mechanism of poloidal field generation.

Our analysis reveals that polar filament formation peaks during the rising phase of each
solar cycle and declines after the polar field reversal near solar maximum. This behavior
reflects the underlying process of poleward flux transport and interaction between decaying
old-cycle flux and newly emerged trailing polarity flux. We also find that anomalous active
regions, particularly anti-Hale BMRs, can generate high-latitude opposite-polarity surges
during the declining phase, contributing to the presence of polar filaments beyond the
expected window.

A key result of this study is the discovery of a statistically significant correlation be-
tween the remnant polar filament area and the polar flux amplitude at the end of a solar
cycle. This suggests that polar filaments can serve not only as indicators of polar field
evolution but also as potential precursors of the next solar cycle’s strength, given the es-
tablished role of the polar field as a solar cycle predictor. Constraining the Sun’s polar
magnetic landscape remains an outstanding challenge, deemed the last great frontier of the
Sun ( , ). In this context, our findings provide an observational pathway
for diagnostics of the high latitude polar field dynamics, and utilizing this to predict the
following sunspot cycle strength.

These findings open up several avenues for future research. Extending the filament
database beyond Solar Cycle 21 using other observatories (e.g., Kanzelhohe Solar Obser-

vatory, Kodaikanal Solar Observatory (KSO), Big Bear Solar Observatory (BBSO)) with
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Figure 7.2: The left panel presents the correlation between the remnant average polar filament
area, A(AN), and the polar flux amplitude at the end of solar cycle N. The right panel shows the
corresponding correlation between the remnant filament length, A(Lx), and the polar flux strength
at the same epoch. Orange hexagons and Pink circles denote data points from the northern and
southern hemispheres, respectively, with the cycle number N labeled inside each point. The black
dashed lines indicate the best-fit linear regressions. The analysis is performed using both observed
polar faculae data (top panel) and simulated results from the SPhoTraM (SFT) model (bottom
panel). (This figure is adapted from Routh et al. (2025). Observational data reduction is performed
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by Srinjana Routh and Subhamoy Chatterjee and the simulations are by Shaonwita Pal)
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proper calibration could further strengthen the statistical basis of this correlation. Addi-
tionally, the application of automated filament detection techniques, such as deep learn-
ing and temporal tracking algorithms, can enhance consistency across datasets. On the
modeling front, Surface Flux Transport (SFT) simulations can be used to identify polarity
inversion lines (PILs) on the simulated solar surface and to quantify their total length and
area. Since filaments form along these PILs, such modeling offers a powerful way to in-
fer the distribution and evolution of solar filaments, even for historical solar cycles where
direct observations are unavailable. By comparing the simulated PIL characteristics with
observed filament properties in more recent cycles, we can gain valuable insights into the
long-term behavior of solar filaments and their link to the Sun’s global magnetic evolution.

Finally, given their visibility in Hot and strong coupling to surface magnetic field evolu-
tion, polar filaments offer a promising, independent, and observationally accessible proxy
for understanding and forecasting solar magnetic cycles. As we approach Solar Cycle 26,
continued monitoring and modeling of polar filaments may provide valuable insight into
the build-up of magnetic memory in the solar dynamo and its role in modulating future
solar activity. Thus, the filament-based metrics provide a physically motivated, observable

quantity that complements traditional proxies like polar faculae and axial dipole moments.
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Chapter 8

The Sun’s Large-Scale Corona has a
Dynamical Memory of Magnetism:
Insights from Predicting the 08 April
2024 Total Solar Eclipse

“Stellar coronal magnetic fields heat the outer atmosphere of stars to a million degrees,

drives stellar winds and spawns dynamic events such as flares and coronal mass ejections.

Cumulatively, these phenomena associated with coronal magnetism govern (exo)planetary
space environments. Yet, observing and constraining the magnetic structure of stellar coro-
nae have proved to be remarkably difficult, even for our nearest star — the Sun. Models of
coronal magnetism fills this important gap by providing a physical basis for understanding
and predicting solar and stellar coronae. Total solar eclipses are a rare opportunity to test
such theoretical models. Utilizing a coupled solar surface flux transport model and a mag-
netohydrodynamic coronal field model, we reproduce the observed coronal structure of the
08 April 2024 total solar eclipse — which occurred near the maximum of sunspot cycle 25
— when coronal structuring is at its most complex. Surprisingly, we uncover that the Sun’s
large-scale corona has a magnetic memory persisting up to solar rotational timescale (i.e.,

a month) even during this active phase of the Sun. This memory emerges from the slow
evolution of the photospheric magnetic field and may provide the physical basis for longer-
term forecasts of the Sun’s large-scale coronal structure, solar wind and heliospheric open

flux.'”

I'This chapter is based on Pal et al. (2024) which is already submitted.
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8.1 Introduction

The solar corona, the outermost layer of the Sun’s atmosphere, is a highly structured and
magnetized plasma whose influence encompasses interplanetary space and extends to the
end of the heliosphere where the our local plasma bubble meets the interstellar medium.
Coronal magnetic fields and their dynamics heats the atmosphere of stars to a million
degrees, drives energetic phenomena such as flares and coronal mass ejections and spawns
supersonic stellar winds. Cumulatively, these stellar phenomena, determine (exo)planetary
space environments and solar system space weather. Despite reaching temperatures of
more than a million degrees, the corona of our nearest star, the Sun, is very faint in visible
light due to its low density compared to the photosphere (Aschwanden et al., 2001; Walsh
and Ireland, 2003; Cranmer and Winebarger, 2019). Consequently, the white-light corona
is usually obscured by the intense brightness of the solar disk making observations of its
structure difficult. The underlying magnetic field that governs the corona is even more
challenging to observe and constraint despite their immense importance to astrophysics

and solar-terrestrial physics (Yang et al., 2020, 2024).

The Sun’s corona can only be observed under special circumstances, such as during
rare natural events such as total solar eclipses or with the aid of artificial coronagraphs
(MacQueen et al., 1974). Total solar eclipses remain uniquely valuable for studying the
large-scale structure of the corona as they provide opportunities to directly observe the
Sun’s outer atmosphere (Blackwell and Petford, 1966; Druckmiiller et al., 2006; Pasachoff,
2017; Caspi et al., 2020; Rusin et al., 2020). During a total eclipse, the Moon blocks the
Sun’s photosphere and reveals the faint, glowing structures of the corona. On April 8,
2024, a total solar eclipse swept across Mexico, the United States, and Canada, offering
both a spectacular observational opportunity and a valuable test case for predictive models
of the solar corona. Notably, this event occurred near the maximum phase of solar cycle
25 — when the Sun was very active with multiple sunspots or active regions emerging
frequently on the solar surface. Eclipses during solar maximum are particularly important
because they allow us to examine how dynamic processes shape the global corona under
conditions of strong magnetic activity and to test predictive models of coronal magnetism

when they are most difficult to predict.
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Several space-based coronagraphs, such as those onboard European Space Agency’s
(ESA) SOHO and National Aeronautics and Space Administration (NASA) STEREO mis-
sions and the recently launched NASA PUNCH and ESA PROBA-3 missions, are provid-
ing routine observations of the outer corona. However, we note that all of these instru-
ments lack the capability to directly capture the coronal magnetic field (Yashiro et al.,
2004; Howard et al., 2011; Antonucci et al., 2020; Lamy and Gilardy, 2022). Therefore,
physics-based coronal field models remain the most viable option to explore and predict

coronal magnetic fields.

Many predictive models of the solar corona have been developed in recent years. Tra-
ditional approaches, such as Potential Field Source Surface (PFSS) models, provide an
efficient approximation of the global coronal magnetic field configuration (Nandy et al.,
2018; Dash et al., 2020). However, by assuming a current-free corona, they neglect plasma
dynamics, reconnection, and non-potential magnetic stresses, which become especially
important during solar maximum. Full magnetohydrodynamic (MHD) models include
plasma flows, pressure gradients, and Lorentz forces and thus offer a more realistic de-
scription of the corona (Mikic et al., 1999; Lionello et al., 2009; van der Holst et al., 2010;
Mikic et al., 2018; Boe et al., 2020; Hazra et al., 2021). Yet, their predictive skill de-
pends critically on reliable photospheric boundary conditions (Riley et al., 2006; Lionello
et al., 2009). Time-dependent assimilation models have advanced this field by reproducing

evolving coronal structures (Downs et al., 2025).

The Sun’s corona is governed by the magnetic field distribution at its lower boundary,
i.e, the Sun’s surface (photosphere). All models of coronal magnetism therefore utlize the
photospheric magnetic field distribution as input. Global coronal structures are shaped not
only by newly emerging active regions but also by the cumulative history of past magnetic
activity (Nandy et al., 2018). A central challenge in modeling the corona lies in disentan-
gling how much of its large-scale morphology is controlled by short-term flux emergence
versus the persistent influence of long-term magnetic evolution. We refer to this persis-

tence as the dynamic “memory” of the solar corona.

Photospheric flux transport processes — such as differential rotation, meridional circu-
lation, and turbulent diffusion — operate on timescales of weeks to years, imprinting the

photospheric magnetic field with the memory of past flux emergence and transport (Upton
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and Hathaway, 2014; Petrie, 2015; Bhowmik and Nandy, 2018; Pal et al., 2023). This
memory effect may be compromised during solar maximum, when frequent magnetic flux
emergence in the form of sunspots interacts with long-lived polar and low-latitude fields to
produce a corona shaped by both current and past magnetic conditions. From the physical
perspective, the coronal configuration (e.g., that observed during an eclipse) is not solely
determined by the active regions present at that moment, but also by the accumulated mag-
netic flux reconfigured over preceding rotations. Studying the dynamic memory of the
corona is therefore of fundamental importance for assessing what imbibes predictability
in models of coronal magnetism and how far in advance predictions of coronal magnetic

field and associated phenomena may be made.

Against this backdrop, Surface Flux Transport (SFT)-driven coronal models have emerged
as a promising pathway for predictive capability. By simulating the advection, diffusion,
and shearing of magnetic flux on the photosphere through processes such as differential
rotation, meridional circulation, and supergranular diffusion (Upton and Hathaway, 2014;
Jiang et al., 2014; Bhowmik and Nandy, 2018; Yeates et al., 2023), SFT models capture
how magnetic imprints from earlier active regions persist and interact with newly emerged
flux on the Sun’s surface to determine the global magnetic field distribution on the Sun’s
surface; since the latter in turn govern the coronal magnetic field, SFT models coupled to

coronal field models are central to exploring the dynamical memory of the corona,

In this work, we employ a newly developed Solar Photospheric-flux Transport Model
(SPhoTraM) (Pal and Nandy, 2025), which has been calibrated with long-term solar activ-
ity observation to provide robust forecasts of the surface magnetic field. Using SPhoTraM
and a full MHD coronal model within the Space Weather Modeling Framework (SWMF)
(Gombosi et al.,, 2021), we predict the Sun’s coronal structure on 08 April 2024 and show
that our coupled modelling framework captures the observed large-scale coronal structure
on the day of the total solar eclipse. We explore how much of the corona’s structure can be
explained by its “memory” of past magnetic activity, even during times of strong and rapid
changes, i.e., at this maximum phase of sunspot cycle 25. Surprisingly, we find that the
large-scale memory of the corona persists even during this strong phase of solar activity.
Our findings provide a physical foundation for forecasting coronal fields and associated

drivers of the heliospheric space environment — such as the large-scale structure of the
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solar wind, open flux and cosmic ray flux — at all phases of the solar cycle.

8.2 Numerical Model Description

In this section, we describe the two primary physics-based models used in this study for
solar eclipse prediction: (i) a data-driven Surface Flux Transport (SFT) model and (ii) a
full three-dimensional magnetohydrodynamic (MHD) coronal magnetic field model. The
data-driven SFT model evolves the observed photospheric magnetic field by incorporating
flux emergence, differential rotation, meridional flow, and supergranular diffusion, thereby
providing a realistic description of the large-scale surface magnetic field distribution. The
resulting surface magnetic field is then used as the lower boundary condition for the full
3D MHD coronal model. By driving the coronal simulation with this realistic magnetic
boundary, we generate synthetic coronal structures and eclipse images that can be directly

compared with observations.

8.2.1 Solar Photospheric-flux Transport Model (SPhoTraM)

The SPhoTraM model is a class of SFT models that simulate the evolution of the magnetic
field of the photosphere in response to large-scale flows (e.g., meridional flow and differen-
tial rotation) and supergranular diffusion, with no back reaction on these flows ( ,

; , ). It solves the radial component of magnetic induction equation

as follows:

JdB, dB, 1 d _
or —o(6) do _R®sin9%<v<9)3rsme>
+ l Li ; QaBr + 1 azBr
R.2|sin0a0 \"" 90 ) " sinZo 992
+ 5(6,9.1), (8.1)

where the source term S(0, ¢,¢) models the observed sunspots utilizing their properties, in-
cluding their emergence latitude, longitude, and area from the historical sunspot data from
( , ) to synthetically model bipolar active regions as
input sources. The tilt angle o of the BMR is assigned according to the following ex-

pression: o = gT,+/|A|, where A is the heliographic latitude of the BMR centroid. The
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factor 7, accounts for the dependence of tilt angle on the solar cycle strength ( ,

). The constant g is set at 0.7, which incorporates the effect of localized inflows to-
ward active regions, which ultimately reduces the tilt angle. We estimate the radius of
each polarity region (denoted as Rgpot) from the total sunspot area A. The radial separation
d between the centroids of the leading and following spots is considered proportional to
Rspot in our model. Ultimately, we calculate the magnetic flux associated with a Bipolar
Magnetic Region using the empirical relationship: ®(A) = 7.0 X 10"°-A [Mx]. This total
flux is assumed to be equally distributed between the leading and following polarities of
the BMR. With these calculations, we synthetically model symmetric bipolar sunspots fol-
lowing ( ) and insert them at appropriate phases of the sunspot
cycle. These serve as the source term in the SFT model. For more details, see

( ); ( )-

We simulate the evolution of the photospheric magnetic field over multiple solar cycle
timescales, covering solar cycles 15 through 25 up to March 4, 2024 using the RGO/NOAA
database. Beyond this date, we use sunspot properties derived from the Helioseismic and
Magnetic Imager (HMI) database to drive the SFT model and extend the simulation up to
April 1,2024. It is known that sunspot areas reported by HMI are systematically larger than
those in the RGO-NOAA/USAF dataset. Since our SFT simulations are calibrated using
over a century of RGO-NOAA/USAF data (starting from 1913), we apply a scaling factor
of 2.3 to the HMI recorded area to ensure consistency in the large-scale magnetic field
evolution. For more details, readers can refer ( ); ( ). Such
long-term SFT simulations enable more accurate estimation of the polar magnetic flux,
overcoming the limitations of observed magnetograms, which often are recorded near the
visible solar disk and suffer from projection effects near the solar limb and high latitude.
Accurate computation of the polar flux is essential for predicting the large-scale structure
of the coronal magnetic field, as it plays a crucial role in determining the orientation and

tilt of coronal streamers.

8.2.2 The Alfvén Wave Solar Model (AWSoM)

The coronal magnetic field and plasma evolution in this study are simulated using the

Alfvén Wave Solar Model (AWSoM), a comprehensive three-dimensional magnetohydro-
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dynamic (MHD) model developed at the University of Michigan (Sokolov et al., 2013; van
der Holst et al., 2014; Gombosi et al., 2021). AWSoM solves the full set of nonideal MHD
equations in conservative form, namely, the mass continuity, momentum, magnetic field,
and total energy equations, while also accounting for additional thermodynamic processes
such as coronal heating, radiative cooling, and thermal conduction. In addition to these
standard MHD equations, the model incorporates two additional transport equations that
describe the propagation, reflection, and dissipation of Alfvén wave energy — one for waves
traveling parallel to the magnetic field and another for waves propagating in the opposite

direction.

The nonlinear interaction between these counter-propagating Alfvén waves drives a
turbulent cascade, which acts as a fundamental mechanism for converting wave energy
into thermal energy, thereby heating the corona and accelerating the solar wind (Tu and
Marsch, 1993, 1995; Chandran et al., 2009; Réville et al., 2020). This model also in-
cludes key thermodynamic processes such as anisotropic thermal conduction along mag-
netic field lines and optically thin radiative cooling, enabling a realistic representation of
coronal plasma behavior. To efficiently handle the steep temperature and density gradi-
ents in the transition region and lower corona, we adopt the Threaded Field Line Model
(TFLM) formulation introduced by Sokolov et al. (2021). This approach captures the es-
sential thermodynamic coupling between the chromosphere and corona without requiring
extremely fine spatial resolution, thereby significantly reducing computational cost. The
AWSoM model has been rigorously validated against a wide range of solar and helio-
spheric observations (Sachdeva et al., 2019; Henadhira Arachchige et al., 2022) and has
been successfully applied in diverse contexts, including solar and stellar wind modeling as
well as wind—magnetosphere interaction studies (Garraffo et al., 2022; Hazra et al., 2022;

Chebly et al., 2022; Hazra et al., 2025).

The inner boundary of the simulation domain is specified using the photospheric mag-
netic field map generated by the SPhoTraM model. This map provides the radial compo-
nent of the magnetic field at the solar surface, which serves as the lower boundary con-
dition for the coronal MHD solution. At this boundary, we assume a uniform plasma
density of n=2 x 107 em™> and a temperature of T=50,000 K, values that represent typical

chromospheric and low-coronal conditions. These parameters ensure a physically consis-
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tent transition between the dense, cool photosphere and the overlying hot corona. At the
outer boundary, located at a heliocentric distance of 24 R, an outflow condition with a
zero-gradient constraint is applied. This allows plasma and magnetic field structures, in-
cluding the solar wind, to leave the simulation domain freely without artificial reflection
or numerical buildup. Within this framework, two key input parameters play a particu-
larly important role in determining the coronal and solar wind properties. The first is the
outward-propagating Poynting flux parameter, which defines the ratio of the Poynting flux
to the magnetic field strength at the inner boundary and governs the amount of Alfvén
wave energy injected into the corona. The second is the correlation length of Alfvén wave
dissipation, which characterizes the spatial scale of nonlinear interactions between counter-
propagating waves and thereby controls the rate at which turbulent energy is converted into
heat. Using these boundary conditions, the prescribed magnetic field distribution, and the
relevant physical parameters, the model is advanced in time until it reaches a steady-state
solution that self-consistently describes the coronal magnetic field, plasma properties, and
solar wind flow throughout the computational domain. The AWSoM simulation using the
SFT-generated magnetic field boundary condition computes a self-consistent, steady-state

solution of the solar corona.

8.3 Results and Discussions

Solar surface magnetic field distribution — which changes frequently during solar maxima
— dictates Sun’s coronal magnetic field configuration. To predict the large-scale coronal
magnetic fields and compare our predicted maps to direct observations, we chose the total
solar eclipse of 2024. In order to study the large-scale magnetic memory of Sun’s corona
we first generate the predicted surface map and then utilize it to model large-scale coronal

magnetic fields.

8.3.1 Prediction of surface magnetic field on the day of eclipse

We employ the observational data-driven surface flux transport model to predict the Sun’s
photospheric magnetic field for April 8, 2024 — the day of the total solar eclipse. Long-term

simulations with such models self-consistently preserves the memory of the Sun’s surface
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magnetic field evolution over solar cycle timescales, allowing for reliable predictions of the
photospheric magnetic field distribution Bhowmik and Nandy (2018). To predict the solar
photospheric magnetic field on the eclipse day, our model incorporates the last observed
solar active region as of April 1, 2024. The model is then run forward in time without
introducing any new sunspot emergence until April 8, 2024, providing a forecast of the

photospheric field leading up to the eclipse date (described in subsection 8.2.1).

Predicted surface magnetic field map using SPhoTraM for Surface magnetic field map from HMI observation on
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Figure 8.1: The first panel shows the SPhoTraM-simulated photospheric magnetic field map for the
solar eclipse of 08 April 2024. The last active region included in the simulation was inserted on
01 April 2024, one week prior to the eclipse, making this a forward prediction. The second panel
presents the HMI synoptic map observed on the actual eclipse day, 08 April 2024. In both panels,
red and blue correspond to negative and positive polarities, respectively. The solid black dashed
line denotes the central meridian, and the yellow/magenta dashed lines indicate the Sun’s visible
east/west limb, respectively. In the HMI map (second panel), the boxed regions highlight newly
emerged active regions that were absent in the SPhoTraM prediction due to the earlier prediction.
For instance, boxes 1-4 correspond to new sunspots NOAA 13628, 13632, 13633, and 13627. Both
these maps are correctly aligned to fix the center at observed central meridian longitude for better
comparison.

In Figure 8.1, the left panel shows the predicted photospheric magnetic field map on
April 8, 2024. Our predicted map indicates that the Sun’s photosphere is clustered by
numerous active regions near low latitudes, while the polar regions exhibit weak magnetic
fields — both clear signatures that the Sun is currently near the maximum phase of solar
cycle 25 and in the process of reversing its magnetic polarity. Similarly, we also show
the near-real-time daily updated Helioseismic Magnetic Imager (HMI) synoptic map on
the right in Figure 8.1. When compared to our prediction, this observed map shows a
strong similarity in terms of the large-scale magnetic structures. During solar maximum,
we expect to have frequent new sunspot emergence, which is also highlighted in the right
panel by black squares. However, these highlighted regions contribute minimally to the
global coronal configuration due to their emergence location. It is also clear that near-real-

time observations tend to miss observations in the polar region due to projection effects,
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which we capture in the predicted surface map well.
Overall, Our result demonstrates that the data-driven SPhoTraM simulations is capable
of accurately capturing the large-scale features of the solar photospheric magnetic field in

advance, even during periods of high solar activity.

Figure 8.2: Panel (a) and (b) illustrates the simulated coronal number density distribution and
the current density distribution from the surface flux transport coupled coronal magnetic model
(SPhoTraM-AWSoM). Panel (c) represents the white light eclipse image taken by Petr Horalek,
from Durango Mexico. To ensure proper alignment, all of these images are rotated to present the
solar north-up view.

8.3.2 Comparison between coronal model predictions and eclipse ob-

servations

We utilize the SPhoTraM-generated predicted surface map as the lower boundary condi-
tion within the three-dimensional Alfvén Wave Solar Model (AWSoM) to predict how the

magnetic field and plasma are distributed throughout the solar corona (see section 9.2 for
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more details). The AWSoM simulation using the SFT-generated magnetic field boundary
condition computes self-consistent, steady-state solution of the solar corona. From this
equilibrium steady state solution, we can extract various coronal plasma properties, such
as number density, current density and temperature. These quantities, in turn, provide the
basis for generating synthetic observations of the corona. Figure 8.2(a) and (b) show the
predicted structure of the current density magnitude and electron number density distribu-
tion in the solar corona, which is compared with a white light eclipse image taken by Petr

Horalek in Durango, Mexico (Figure 8.2(c)).

Our model results reveal multiple elongated, petal-like structures known as stream-
ers in the corona during the total solar eclipse day. Since the Sun is close to the solar
magneic cycle maximum, we expect the sunspot emergences to be highest as compared
to solar cycle minimum phase; such a dynamic global corona is expected. Our coupled
SPhoTraM—AW SoM simulation successfully reproduces many of the large-scale streamer
features visible during the eclipse, particularly along the north-east, east, and south-east
limbs. The south-west streamers are also reasonably well captured, although those in the
north-west appear less pronounced in our simulation compared to observations. This dis-
crepancy highlights some limitations of our surface magnetic field modeling approach.
First, the bottom boundary condition — our predicted photospheric magnetic map — may
introduce uncertainties. Because our forecast does not include sunspot emergence after
April 1, 2024, any active regions that appeared in the week leading up to the eclipse day
are missing from the input, and these can influence the coronal structure, especially near
the solar maximum. Second, the MHD model depends on several parameters that are
not directly constrained by observations, such as those governing Alfvén wave turbulence-
driven coronal heating. Small changes in these parameters may alter the predicted streamer
brightness or location. Finally, transient solar events, such as magnetic storms or coronal
mass ejections (CMEs), which occur more frequently during solar maximum, can signif-
icantly distort the corona on short timescales. Since our model evolves toward a steady

state, it does not capture such rapid changes.

Despite these limitations, the simulation captures the essential global features of the
corona remarkably well. The broad streamer belt and the large-scale distribution of struc-

tures align with the eclipse observations, demonstrating the ability of our SPhoTraM-AWSoM
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framework to provide reliable predictions of the global coronal configuration. This predic-
tive capability is particularly valuable for planning eclipse observations and for improving

our broader understanding of how solar magnetic activity shapes the corona.
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Figure 8.3: The top panel illustrates the SPhoTraM-simulated surface magnetic field map on the day
of the eclipse. Panel (a) corresponds to the scenario where the last active region (AR) is inserted one
week prior to the eclipse, followed by emergence-free SFT evolution until the eclipse day. Panels
(b) and (c) depict similar simulations, but with the last AR introduced one Carrington rotation (CR)
and two CRs before the eclipse, respectively. The bottom panel—panels (d), (e), and (f)—shows
the corresponding polarity distributions on the solar surface for the same three cases: with the last
AR inserted one week before, one CR before, and two CRs before the eclipse day, respectively. All
of these panels, red and blue, denote negative and positive polarities.

8.3.3 Does large-scale magnetic memory exist in solar corona?

By combining surface magnetic field predictions from SFT model with coronal magnetic
structure reconstruction from full MHD models, and validating both against observations,
we are now well positioned to address the key question: does the solar corona retain a
memory of large-scale magnetism as hypothesied by Nandy et al. (2018). Here, we in-
vestigate whether the solar corona retains a dynamical memory of past surface magnetic
field evolution during the solar maximum phase. During maximum, the absence or pres-
ence of even a single large active region can dramatically reshape coronal structures. Thus,
this is an ideal time to test whether the corona still retains memory of past magnetic field
evolution, or whether new emergence completely erases it.

To investigate the extent to which the solar corona retains memory, we therefore design
three case studies, each differing in how far back the last assimilated AR was inserted into
the SPhoTraM model before the day of eclipse:

Case 1: The last AR is introduced one week prior to the eclipse, and the SFT simulation

158



8.3. Results and Discussions

Figure 8.4: The top panel illustrates the reconstructed coronal magnetic field line structures in the
solar corona on the day of the eclipse with the background color representing the radial magnetic
field amplitude (B;) in the plane of the sky. Panel (a) corresponds to the scenario where the last
active region (AR) is inserted one week prior to the eclipse, followed by emergence-free SFT
evolution until the eclipse day. Panels (b) and (c) depict similar simulations, but with the last AR
introduced one Carrington rotation (CR) and two CRs before the eclipse, respectively. The bottom
panel — panels (d), (e), and (f) — shows the corresponding unsigned current density distributions
([9]) on the solar corona for the same three cases: with the last AR inserted one week before, one
CR before, and two CRs before the eclipse day, respectively.
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is then extended forward by one week (seven days) without any new sunspot emergence.
Case 2: The last AR is introduced one Carrington rotations (~ 27 days) prior to the eclipse
day, and the SFT simulation is then extended forward by one CR without any new sunspot
emergence.

Case 3: The last AR is introduced two CRs (~ 54 days) prior to the eclipse day, and the

SFT simulation is then extended forward by two CRs without any new sunspot emergence.

The resulting solar surface magnetic maps (top panels) and polarity separation distribu-
tions (bottom panels) for these three cases are shown in Figure 8.3. As expected, the longer
the forward run without assimilation of new emergences, the more ARs are missing. In
particular, Cases 2 and 3 fail to capture several major ARs that actually appeared on the
Sun before the eclipse. However, a closer inspection of Figure 8.3(d) and (e) shows that
the polarity separation maps appear nearly identical. In contrast, panel (f) reveals localized
differences in connectivity between opposite polarities. This result indicates that by two

CRs the memory of the true AR distribution is already lost.

To capture how these surface map changes affect the coronal magnetic field structures,
we use each surface map as the bottom boundary condition to drive the 3D full MHD AW-
SoM model and perform three separate simulations. Large-scale Magnetic field configura-
tion from these simulations are presented in Figure 8.4. Remarkably, the global structure
of the steady-state corona remains largely unchanged in the first two cases, despite the
absence of several ARs in Case 2. The large-scale streamer belt and overall topology are
preserved, with only modest changes such as differences in the tilt angles of streamers
and subtle shifts in field-line connectivity. In contrast, the third case (Figure 8.4(c) and
(f)) shows clear differences in both the magnetic field structure and the current density
compared to the first two cases. The absence of nearly two months of AR emergence sig-
nificantly alters the global configuration, consistent with the differences seen in the surface

polarity distributions in Figure 8.3(f).

These results indicate that the solar corona possesses a dynamical memory with a
timescale of approximately one solar rotation, even during solar maximum, but that beyond
a rotational timescale, this memory starts degrading precluding longer-range predictions of

associated heliospheric forcing parameters.
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8.4 Discussions

Accurate predictions of the Sun’s coronal field is one of the outstanding challenges in solar
and stellar physics, given the role that coronal magnetism plays in heating of the million
degree outer corona of stars, in driving energetic phenomena such as flares and CMEs
and in governing planetary space environments through modulation of solar wind, open
magnetic flux and cosmic ray flux. Total solar eclipses provide a rare opportunity to test
and constrain physical models of coronal magnetism. Such complex, predictive coronal
models are difficult to develop, but are now reaching increasing levels of sophistication

and success in predictions ( , ; , ; , ).

In this study, we employ a (long-term calibrated) data-driven surface flux transport
model coupled to a physics-based magnetohydrodynamic model of the solar corona to
explore the underlying basis of coronal field predictability. This predictability is endowed
by two primary pathways. The first important ingredient is an accurate determination of
the surface or photospheric magnetic field distribution which acts as the bottom boundary
based on which coronal magnetic fields are estimated. The second ingredient being an

accurate coronal field estimation model which imbibes the physics of the solar corona.

We find that our forward-modeled prediction of the large-scale coronal structure of
the 08 April 2024 total solar eclipse compares favourably with the eclipse observations.
More importantly we demonstrate that the evolution of the global photospheric magnetic
field distribution, governed by relatively slow near-surface plasma flux transport processes,
imbibes a memory in the Sun’s large-scale coronal field structure, which unexpectedly per-
sists up to a rotational timescale (i.e., approximately a month) even during solar maximum.
This leads to the surprising conclusion that the solar corona has a dynamical ‘memory’ of
large-scale magnetism not just during solar minimum as hypothesized earlier, but at all

phases of the sunspot cycle — irrespective of activity levels.

The solar corona, therefore, exhibits a dual character: it can rapidly respond to local-
scale restructuring while retaining global memory over longer timescales. Based on our
findings, we propose that although transient events, such as flares and CMEs can reor-
ganize coronal magnetic field structures on Alfvénic timescales — typically in minutes to

hours depending on the length of the magnetic structure — the large-scale coronal field

161



Chapter 8. The Sun’s Large-Scale Corona has a Dynamical Memory of Magnetism:
Insights from Predicting the 08 April 2024 Total Solar Eclipse

relaxes back to its original, surface magnetic field governed configuration following such

perturbations. In hindsight, this explains why simpler coronal field extrapolation models

(e.g., the Potential Field Source Surface Model) — which lack some of the sophisticated

physics of full-scale magnetohydrodynamic models but rely on surface magnetic field dis-

tribution as inputs — still manage to capture some important aspects of global coronal field

connectivity, solar wind and open flux reconstructions reasonably well ( ,
; ; )

Our findings have important implications for space weather forecasting and predicting
the solar wind, solar open flux and cosmic ray flux at Earth. These are critical physical
parameters that modulate the state of the heliosphere and the planetary space environ-
ments. Our work demonstrates the fundamental physics that allows for early predictions
of coronal magnetism and thus motivates the development of physics-based coronal and
heliospheric models that can take advantage of this underlying memory that seamlessly

connects magnetic fields from the solar interior to the heliosphere.
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Chapter 9

Reconstructing Long-Term Open Solar

Flux Variations

“The interplanetary magnetic field (IMF), carried by the solar wind into the heliosphere,
plays a critical role in space weather by interacting with Earth’s magnetosphere and mod-
ulating geomagnetic storms, auroral activity, and cosmic ray transport. The IMF is di-
rectly linked to the Sun’s open magnetic flux (OSF), which originates from the large-scale
structure of the solar corona. Here, we reconstruct century-scale variations in the OSF us-
ing a physics-based, data-driven modeling framework that couples optimized surface flux
transport simulations with dynamic coronal magnetic field extrapolations. We introduce
stochastic variability in active region emergence to simulate the Sun’s surface magnetic
field over the past 100 years and utilizing these photospheric maps we simulate solar
corona. By allowing the source surface height to vary with solar activity, we establish
a robust empirical relationship between the surface magnetic field strength and coronal
topology. Our results reveal long-term evolution in the source surface height and solar
open flux, including a contraction of the solar corona after Cycle 21, indicating the end of
the Modern Grand Maximum. Our independent approach offers a new pathway for recon-
structing historical heliospheric conditions and provides improved constraints for space
climate studies and solar wind forecasting. '”

9.1 Introduction

In recent years, there has been significant interest — both observational and theoretical —
in understanding the origin and evolution of the Sun’s open magnetic flux, also known as
the Interplanetary Magnetic Field (IMF). The open magnetic flux represents a component

of the Sun’s large-scale magnetic field that originates in coronal holes, typically rooted

I'This chapter is based on research work which is under preparation (Pal and Nandy, 2024b).
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in the solar surface, and extends outward into interplanetary space, carried by the solar
wind (Lockwood, 2013; Frost et al., 2022). This outward-flowing field becomes the IMF,
which surrounds the Earth and interacts with the Earth’s magnetosphere in complex ways,
modulating the ambient magnetic conditions of the heliosphere. Understanding variations
in the IMF or open solar flux (OSF) is therefore essential, as it not only influences the
geomagnetic environment but also affects cosmic ray modulation and variations in the
total solar irradiance ([.ean et al., 2002; Lockwood, 2002; Nandy et al., 2023; Dash et al.,
2023). The strength and structure of the IMF usually vary over the course of the 11-
year solar cycle, highlighting the need to investigate its origin and temporal evolution in

conjunction with changes in the Sun’s surface magnetic field throughout the solar cycle.

However, direct near-Earth measurements of the IMF have been available only for
the past few decades (see black curves in both panel of Figure 9.1), primarily through
NASA’s Goddard Space Flight Center via the Space Physics Data Facility, which compiles
data into the OMNI and OMNI2 databases dating back to the early 1960s — the start of
the space age (King and Papitashvili, 2005; Lockwood et al., 2009a; SPDF OMNIWeb
database, 2025). The absence of earlier IMF observations presents a significant gap in our
understanding of the Sun’s long-term magnetic variability, underscoring the importance
of reconstructing the IMF to develop a comprehensive view of solar magnetic behavior
over extended timescales. To address this, earlier studies have reconstructed the historical
OSF using a variety of approaches, including geomagnetic indices (such as the aa index,
IDV index), cosmogenic isotope records, and physics-based models involving surface flux
transport and coronal magnetic field modeling (Pulkkinen et al., 2001; Rouillard et al.,
2010; Svalgaard and Cliver, 2010; Jiang et al., 2011; Lockwood, 2013; Wang and Lean,

2021).

Despite this progress, a persistent discrepancy exists between OSF values derived from
physics-based models and those inferred from in situ spacecraft measurements — a chal-
lenge widely referred to as the ‘Open Solar Flux Problem’ (Wallace et al., 2019; Linker
et al., 2021; Arge et al., 2024). This mismatch has become a central concern within the
heliophysics community, prompting significant efforts to understand and resolve it. Sev-
eral factors likely contribute to this discrepancy. Firstly, the major challenges come from

the photospheric magnetic field as they may underestimate the magnetic flux, specifically
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from the unobserved solar poles (Linker et al., 2017). Additionally, inter-calibration issues
between different magnetograph instruments exacerbate this problem, causing inconsis-
tencies in studying the long-term evolution of the Sun’s magnetic field (Wang et al., 2022).
Secondly, Limitations of In Situ Measurements: The reliability of in situ measurements
as indicators of the global open flux remains a critical question. Lastly, numerical model
Assumptions. Finally, coronal magnetic field models often rely on assumptions and free
parameters that may be oversimplified or poorly constrained, and which may vary with
solar activity — further affecting the accuracy of OSF estimates (Lee et al., 2011; Arden
etal., 2014).

In this study, we address the OSF problem by beginning with a surface flux transport
model that is optimized using observed polar flux. We investigate how a key parameter
of the coronal magnetic field model — the source surface height — varies across different
phases of solar activity. By incorporating these variations, we optimize the simulated
OSF against in situ observations and reconstruct its century-scale evolution. As a key
contributor to the interplanetary magnetic field (IMF), understanding OSF variability is
essential, and our approach offers a novel, physics-based framework for its reconstruction

using magnetic field evolution models.

9.2 Data and Methods

The emergence and evolution of sunspot magnetic flux on the solar surface govern the
structure of the large-scale coronal magnetic field, which extends into the heliosphere as
open solar flux (OSF), also known as the Interplanetary Magnetic Field IMF) (Mackay
and Yeates, 2012). The initial phase of these solar magnetic processes can be physically
modeled using the Surface Flux Transport (SFT) model, which describes the evolution
of surface magnetic fields under the influence of large-scale plasma flows such as merid-
ional advection, differential rotation, and turbulent supergranular diffusion (Bhowmik and
Nandy, 2018; Yeates et al., 2023; Pal et al., 2023). The second phase, which governs the
evolution of the large-scale structure of the global coronal magnetic field, can be modeled
using the Potential Field Source Surface (PFSS) model (Wicgelmann et al., 2017). This
model operates under the assumption that the region between the solar surface (Rs) and

the source surface (typically located at 2.5R) is current-free. Beyond the source surface,
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the magnetic field is dominated by the solar wind and is carried outward along a spiral tra-
jectory, known as the Parker spiral. While this assumption neglects electric currents below
the source surface region, it does not significantly affect the representation of the global

magnetic field’s large-scale features.

We utilize our newly developed SFT model, ‘SPhoTraM’ (Pal and Nandy, 2025), in-
corporating active region statistics from the RGO/USAF/NOAA Data Centre (2023) as
input sources of the model to simulate the evolution of the solar surface magnetic field
over the past century. In this simulation, the polar flux for each sunspot cycle is optimized
against observational estimates derived from polar faculae measurements (find more tech-
nical details in Pal and Nandy (2025)). An important aspect of this type of optimized SFT
simulation is ensuring an accurate representation of the polar field in the surface magnetic
map. This is crucial for addressing the open solar flux problem, which often arises from
the underestimation of high-latitude magnetic flux (Linker et al., 2017). The surface mag-
netic maps generated in Pal and Nandy (2025) are used as the lower boundary condition
for modeling the global coronal magnetic field structure through the PFSS extrapolation.
We use the PFSS code from Yeates (2018) for our study. The PFSS model computes the
coronal magnetic field extending from the solar surface (R) up to the source surface (SS),
typically situated at 2.5R,. The SS height represents a hypothetical boundary beyond
which magnetic field lines are assumed to become purely radial — that is, they are consid-
ered open — and thus contribute to the OSF. The choice of the SS height has a significant
impact on the estimation of OSF (Lee et al., 2011; Arden et al., 2014). A lower SS height
allows more magnetic closed loops to penetrate the SS, causing them to be classified as
open field lines and thus increasing the calculated open flux. In contrast, a higher SS height
reduces the number of field lines that extend beyond the SS, resulting in a lower estimate

of OSF.

To analyze the long-term variation in the heliospheric magnetic field (HMF), we uti-
lize hourly magnetic field measurements collected from various space-based instruments
in geocentric or L1 (Lagrange point) orbits since the 1960. These data are compiled in
the SPDEF OMNIWeb database (2025) and standardized to 1 AU (Rg) after proper cross-
calibration. Our understanding of the Sun’s open flux is primarily motivated by key obser-

vations from the Ulysses mission, which traversed a wide range of heliographic latitudes.
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The mission revealed that the HMF flux density remains remarkably uniform across lati-
tudes (Balogh et al., 1995). This finding allows the total open solar flux to be estimated
from interplanetary magnetic field measurements taken at a single point in the heliosphere
(typically at 1 AU), by simply multiplying the measured flux density by the surface area of
a sphere at that distance.

For this study, we use the 27-day averaged interplanetary magnetic field magnitude,
corresponding to one solar rotation (a Carrington period of approximately 27.3 days),
to capture the long-term trends in the heliospheric magnetic field. The total unsigned
magnetic flux is calculated using the expression following Lockwood and Owens (2009);
Wallace et al. (2019): ®gps(t) = JrR%\BrL where, @, denotes the total open solar flux
estimated from the in situ observation. |B;| is the unsigned radial component of the he-
liospheric magnetic field. Rg is the Earth’s radius and set to 1 AU. Ultimately, we use
the observed open flux, ®s, smoothed using a running mean with a temporal window of
three solar rotations to reduce short-term fluctuations and highlight long-term trends. The

black curve in both panels of Figure 9.1 represents @, derived from in situ observations.
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Figure 9.1: OSF variations. Black and red curve denotes in situ observation and SFI-PFSS sim-
ulated OSF (for a fixed SS), respectively. Optimized OSF variations from solar cyle 20 to 24 and
compared with in situ observation.
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9.3 Results and Discussions

Since in situ observations are available starting from solar cycle 20, we first use the surface
magnetic maps generated by the SFT model for solar cycles 20 to 24 as the bottom bound-
ary condition for the PFSS model. This enables the extrapolation of the coronal magnetic
field up to the source surface height, which is set at Ry = 2.2, R, in our study. We calcu-
late the temporal variation of the OSF (P, (t)) by integrating the radial component of the

magnetic field (B;(Rg, 6, ¢,1)) at that height, according to the following expression:

Byn(t) = 2 /Br(Rs,G,(p,t)sinGde(p ©.1)

The magenta curve in Figure 9.1 (top panel) shows the simulated time evolution of
the unsigned OSF from sunspot cycles 20 to 24. However, a noticeable discrepancy arises
when this simulated OSF is compared with in situ observational data, depicted by the
black curve in the same panel. For instance, during certain phases of the solar cycle, the
simulated OSF underestimates the observed values (for example, in solar cycles 23 and
24), while in other phases, it overestimates them (for example, in the declining phase
of solar cycle 21). This phase-dependent mismatch indicates that a simple multiplicative
scaling factor is insufficient to resolve the discrepancy between the simulated and observed
OSF, which corresponds to the Open Solar Flux problem, as discussed in the introduction
(section 9.1). This observed mismatch suggests that the assumption of a fixed SS height in
the PFSS model may fail to adequately capture the dynamic nature of the Sun’s magnetic
environment, which can be one potential candidate for causing open solar flux problems.
Instead, allowing the SS height to vary over the solar cycle phases could better reflect the
evolving conditions of the Sun’s large-scale magnetic field.

We divide each sunspot cycle into fifteen equal phases to account for variations in the
SS height throughout the solar cycle. The first two phases represent the Starting phase,
phases three through nine correspond to the Rising and Maximum phases, and the final six
phases represent the Declining and End phases. The left panel of Figure 9.2 shows one
such division for solar cycle 22. For a given phase, we systematically vary the SS height

from 1.2R., to 3.5Rs, calculate the OSF from simulations, and determine the root mean
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Figure 9.2: First panel denotes 5 different phases of solar cycle through which SS height is opti-
mized. Second panel denotes the optimization of OSF for solar cycle 22. Details are described in
the main text.

squared difference (RMSD) between the simulated and in situ observed OSE. We calculate
RMSD by the expression: RMSD = \/ % Zf.\’: (D — D

Lo — @Lin)?, where N is number of data
points in a particular phase. This iterative process is repeated until we achieve a closer
match between the modeled and observed OSFE. The SS height value corresponding to the
minimum RMSD is then selected for that phase. This type of optimization is known as
the RMSD-based model optimization method. In the right panel of Figure 9.2, the blue
curve represents the OSF before optimization, while the red curve represents the OSF
after optimization for solar cycle 22. We extend this analysis across solar cycles 20 to 24
to obtain the optimized unsigned OSF variation over multiple cycles. The final result is
shown in the bottom panel of Figure 9.1 where the red curve (modeled OSF), closely align

with the black curve (in situ observation), confirming that allowing the SS height to vary

yields a much better match between simulation and observed data.

We investigate the phase-wise variations in the SS height throughout each solar cycle
over the past five cycles, aiming to identify any specific trends or dependencies of the
OSF on the SS height model parameter. Panel a of Figure 9.3 represents the time series
of SS height variations from solar cycle 20 to 24. We calculate the average SS height for
each solar cycle and find a strong correlation between the average SS height and the total
magnetic flux content of these cycles. Interestingly, a notable and abrupt reduction in the

average SS height is observed from cycle 21 through 24, suggesting that as solar magnetic
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activity declines, the SS height also decreases. This correlation indicates a trend where the
average SS height during the active phases of a cycle is linked to the overall strength of

that cycle.

Figure 9.3b illustrates the SS height variations across 15 phases for each solar cycle
from cycle 20 to 24. The black curve in the same panel represents the average SS height
variation over the solar cycle phases, obtained by averaging the SS heights across all five
cycles. Notably, at the starting and ending phases of the solar cycle — corresponding to
solar minima — the average SS height is higher. This behavior is consistent with the un-
derstanding that the OSF is generally lower during solar minima. If the SS height were
kept lower during these phases, it would erroneously include more open field lines, thus
increasing the open flux. Therefore, the SS height increases during solar minima to more
accurately represent the reduced levels of open solar flux. We observe a strong correlation
between the average polar flux at the final phase of a solar cycle and the SS height at the
same phase. Furthermore, the average polar flux at the end of the cycle correlates with the
SS height at the starting phase of the subsequent cycle. During the solar cycle minimum,
particularly at the starting or ending phase of the cycle, the polar flux (high latitudinal field)
generally dominates the global magnetic field due to the minimal emergence of sunspots
during this period. As a result, most of the open solar flux is contributed by the polar flux.
If the polar flux at the end of the cycle is high, the open solar flux would also be expected
to be high. However, this is not typically observed at the cycle minimum, as the open solar
flux should decrease. To achieve this reduction in open solar flux, the source surface height
needs to be adjusted (increased) based on the average polar flux during these phases. This
is because the average polar flux at the end of the cycle influences the source surface height
during both this phase and subsequent phases. However, the behavior of SS height during

the active phases of the cycle remains less clear from this plot.

We employ three key correlations to reconstruct the SS height variations for past solar
cycles: (1) the correlation between the average SS height of a sunspot cycle and the total
magnetic flux content of that cycle; (2) the correlation between the average polar flux at the
end of a cycle and the SS height during the final phase of that cycle; and (3) the correlation
between the average polar flux at the end of a cycle and the SS height at the beginning phase

of the subsequent cycle. Using the fitted linear relationships from these three correlation
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Figure 9.3: SS height variations over different phases of solar cycle 20 to 24 (first panel) and cycle
15 to 24 (second panel). Other details are described in the main text. Certain decrease in source
surface height from solar cycle 21 ro 24.
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analyses, we adjust the SS height relative to the black curve and reconstruct the dynamic
average SS height variations for solar cycles 15 to 19 across each phase of the cycle (see

panel c of Figure 9.3). Now, utilizing the SFT-generated surface magnetic maps along
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Figure 9.4: Century scale reconstructed OSF. Highlighted region denotes the reconstruction.
Decadal average variations of reconstructed OSF.

with dynamically varying SS heights across different phases of the solar cycle in the PFSS
model, we calculate the unsigned OSF for past sunspot cycles (cycle 15-19). The recon-
struction is shown in Figure 9.4, with the highlighted region representing the reconstructed
OSF for solar cycles 15 to 19. The reconstructed OSF exhibits long-term variations that
follow a solar cycle-like behavior. Furthermore, when examining the decadal averages, a
distinct trend emerges: the OSF gradually increases by approximately 33% between 1920
and 1970. However, following 1970, the OSF began to decline, showing a decrease of
nearly 23% up to the present (see Figure 9.4). These findings provide valuable insights

into the historical evolution of the Sun’s magnetic environment and its connection to solar

activity over the past century.

9.4 Concluding Remarks

In this study, we present a novel, physics-based approach to reconstruct the long-term evo-
lution of the Sun’s open magnetic flux (OSF), a key component of the interplanetary mag-
netic field (IMF), by coupling data-driven optimized SFT simulations with dynamic PFSS
extrapolations. A central advancement of our work lies in demonstrating that allowing the

source surface (SS) height to vary with the solar cycle phase significantly improves the
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agreement between simulated and observed OSF, effectively addressing the longstanding
Open Solar Flux Problem. This phase-dependent optimization captures the Sun’s dynamic
corona more realistically than models that assume a fixed SS height.

Our results show that the SS height correlates strongly with both the polar flux and
the total magnetic flux content of the cycle, revealing a physical connection between the
large-scale surface field and the global topology of the coronal field. Notably, we find
evidence that the solar corona began a gradual contraction after Solar Cycle 21 (post-
1987), coinciding with the decline in solar cycle amplitude and indicating the termination
of the Modern Grand Maximum period, which is also noted in ( ).
Using these correlations, we reconstructed century-scale variations of OSF for solar cycles
15-24. The reconstruction exhibits a solar-cycle-like trend with a long-term modulation of
approximately 50 years.

This work opens several directions for future studies and insights into studying solar
corona and solar wind. First, the use of idealized PFSS models, which assume a current-
free corona, limits the accuracy of open flux estimates —especially during solar maximum,
when non-potential magnetic structures become important. Incorporating more realistic,
time-dependent models such as magneto-frictional or full magnetohydrodynamic (MHD)
frameworks could address this limitation. Second, the empirical constraints we derive on
the source surface height offer a useful proxy for estimating the Alfvén surface, which is
expected to be directly probed by upcoming missions like PUNCH (Polarimeter to Unify
the Corona and Heliosphere).

In summary, our framework provides a reliable and adaptable method for advancing
heliospheric reconstructions and space weather modeling. It also leads to predicting future
solar wind conditions and open solar flux variations, with potential applications in space

climate analysis and operational space weather forecasting.

173



Concluding Summary and Future Work

In this thesis, we investigate the physics governing the variability of the Sun’s magnetic
field, from the photosphere to the outer solar atmosphere — the corona and heliosphere.
A central focus of our work is the development of a data-driven Surface Flux Transport
model, SPhoTraM, which we use to study the long-term evolution of the solar surface
magnetic field. In addition, we employ various coronal magnetic field models to predict
the short-term dynamics of the solar corona and to reconstruct the long-term evolution of
the open magnetic flux that extends to Earth. We investigate the underlying causes of solar
cycle irregularities observed in sunspot records using solar flux transport dynamo models
and explore how other solar features — such as polar filaments — can serve as proxies for
polar field build-up. Furthermore, we demonstrate that the solar axial dipole moment acts
as the most reliable predictor of future solar cycle strength from both observational and
Babcock-Leighton dynamo perspectives. A key objective of this thesis is to understand the
fundamental role of the Babcock—Leighton mechanism in governing polar field dynamics
through analytical theory, numerical modeling, and observational analysis.

Here, we briefly summarize the content of each chapter in this thesis. Chapter 1
presents the introduction, providing the conceptual foundation and motivation that guide

the subsequent chapters. The remaining chapters (Chapters 2 to 9) are outlined as follows:

Chapter 2: First-principle based Numerical Models

This chapter presents a comprehensive study of first-principles-based numerical models
used to investigate the Sun’s magnetic field evolution from its surface to the solar corona.

We have newly developed a data-driven Surface Flux Transport (SFT) model called SPho-
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TraM, which evolves the solar surface magnetic field by solving the radial magnetic induc-
tion equation. Through systematic parameter studies, we find that the emergence latitude
plays the most dominant role in determining the evolution of the polar flux, while variations
in tilt angle, flux content, and polarity separation also influence the polar field build-up. We
have also studied the effect of meridional circulation and diffusion in large-scale polar field
build-up through a rigorous parameter space study. To model the solar corona, we imple-
ment two types of extrapolation: the Potential Field Source Surface (PFSS) model, which
assumes a current-free corona, and the Alfvén Wave Solar-atmosphere Model (AWSoM),
a full MHD model that accounts for Alfvén wave-driven heating and wind acceleration.
Additionally, we use the SURYA solar dynamo model to simulate solar cycle evolution

based on the Babcock—Leighton mechanism.

Chapter 3: Algebraic Quantification of the Sun’s Dipole Moment

In this chapter, we apply a simplified analytic method to estimate the Sun’s axial dipole
moment at solar minima by using the observed properties of bipolar magnetic regions
(BMRs). This method bypasses complex numerical simulations and instead quantifies in-
dividual active regions’ contributions to the global dipole field. We apply this approach
to historical sunspot data spanning solar cycles 14 to 24, validate our estimates against
multiple polar field proxies, and establish strong correlations. Using this method, we re-
construct a century-scale dipole moment time series and find that it strongly correlates
with the strength of the subsequent solar cycles, confirming the dipole moment as a robust
precursor. Our prediction for Solar Cycle 25 suggests a moderate peak sunspot number of
127, consistent with cycle amplitudes between cycles 20 and 24. We further analyze how
dipole moment build-up depends on BMR characteristics such as latitude, tilt, and flux.
While the method works well overall, it struggles with anomalous cycles like Solar Cycle

19 due to the sheer number and flux of sunspots.

Chapter 4: Solar Cycle Fluctuations: Impact of Anomalous Sunspots

In this chapter, we investigate how anomalous active regions — sunspots that deviate from
Hale’s polarity law and Joy’s tilt law — affect the long-term evolution of the Sun’s large-

scale magnetic field, particularly the axial dipole moment and polar flux. Using a surface
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flux transport (SFT) model, we simulate the magnetic evolution driven by both typical
and anomalous bipolar magnetic regions (BMRs). The study reveals that even a small
percentage of such anomalous regions (e.g., Anti-Hale or Anti-Joy configurations) can
substantially weaken the solar dipole moment and delay its polarity reversal, impacting the
strength and duration of the next solar cycle. We explore how these effects depend on the
emergence time, latitude, flux content, and number of anomalous BMRs. Interestingly, the
impact from Anti-Hale and Anti-Joy regions appears similar due to differential rotation,
which makes their orientation dynamically equivalent over time. We also find that low-
latitude and mid-phase emergences have the strongest influence. A theoretical framework
described in Chapter 3 supports these numerical results, confirming that the latitudinal
position and orientation of active regions are crucial in determining their contribution to

the dipole moment.

Chapter 5: Investigating the Drivers of Extreme Variability in Solar Activity Over
Cycle 19-20

In this chapter, we explore the drivers behind extreme variations in solar activity over the
past century, focusing on the transition from the historically strong Solar Cycle 19 to the
weaker Cycle 20. We develop and use a coupled, data-driven surface flux transport model
(SPhoTraM) and a solar dynamo model to simulate the Sun’s magnetic field evolution.
By incorporating tilt-angle scatter and anti-Hale sunspot emergences into our Monte Carlo
ensemble simulations, we accurately reproduce observed polar flux and dipole moment
variations across multiple solar cycles. Our results highlight the crucial role of stochastic
perturbations — especially variations in sunspot tilt angles and polarity orientations — in
shaping solar cycle amplitudes. We show that these stochastic effects are more influential
than nonlinear feedback processes in generating extreme solar variability. By quantifying
active region anomalies using the ARDoR metric, we find that cycles like 18, 19, and 20
require a significant degree of randomness to explain their behavior. Our findings suggest
that such randomness can account for grand transitions in solar activity, including the

possibility of entering grand minima episodes like the Maunder Minimum.
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Chapter 6: Comparative Analysis of Polar Precursors for Solar Cycle Prediction:

Global Dipole Moment versus Hemispheric Polar Flux

This chapter focuses on identifying the more effective polar magnetic precursor for solar
cycle prediction. Using century-long reconstructions, it demonstrates that the axial dipole
moment shows a stronger and earlier correlation with the amplitude and timing of the
next solar cycle than hemispheric polar flux. It also introduces an alternative early-cycle
precursor, based on the rise rate of the dipole moment and the solar cycle length, which

can enable forecasts several years before solar minimum.

Chapter 7: Polar Filaments as a Solar Cycle Precursor: A Babcock-Leighton Dy-

namo Model Perspective

In this chapter, we explore the potential of polar filaments — long, cool plasma structures
visible in Hor — as indicators of the Sun’s polar magnetic field evolution and their value
in forecasting solar cycle strength. These filaments, especially those near the solar poles,
form along polarity inversion lines during magnetic field interactions and show a strong
connection with the Babcock—Leighton mechanism responsible for poloidal field genera-
tion. Using observational data from Meudon Synoptic Maps (Cycles 16-21) and surface
flux transport simulations (SPhoTraM), the chapter demonstrates that polar filaments peak
during the rising phase of the solar cycle, decline post-polar field reversal, and are closely
tied to the buildup of polar magnetic flux. A key finding is the statistically significant cor-
relation between the remnant polar filament area or length and the strength of the polar
magnetic field at the cycle’s end. This positions polar filaments as reliable, independent

proxies for understanding and predicting solar magnetic activity.

Chapter 8: The Sun’s Large-Scale Corona has a Dynamical Memory of Magnetism:

Insights from Predicting the 08 April 2024 Total Solar Eclipse

In this chapter, we predict total solar eclipses to study the Sun’s corona, especially during
solar maximum, utilizing physics-based solar magnetic field evolution models. We use our
calibrated Solar Photospheric-flux Transport Model (SPhoTraM) and its role in predicting
the Sun’s surface magnetic field one week prior to the 2024 eclipse. Coupled with a full

MHD coronal model (AWSoM), this prediction allows us to compare our prediction with
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solar eclipse observations to test how accurate these physical models are. We have also
studied whether the large-scale corona carries a ‘magnetic memory’ even during highly

dynamic solar maximum conditions.

Chapter 9: Reconstructing Long-Term Open Solar Flux Variations

In this chapter, we investigate the long-term evolution of the Sun’s open magnetic flux
(OSF), a key contributor to the interplanetary magnetic field (IMF), by coupling a physics-
based surface flux transport (SFT) model with potential field source surface (PFSS) ex-
trapolations. Using a data-driven approach, we simulate the Sun’s surface magnetic field
over the last century and dynamically adjust the source surface (SS) height across different
phases of the solar cycle to address the long-standing open solar flux problem. We show
that allowing the SS height to vary significantly improves the match between simulated and
observed OSF. Our study finds strong correlations between the SS height and the surface
magnetic field’s polar and total flux, revealing how the surface field governs the corona’s
global topology. We reconstruct century-scale OSF variations for solar cycles 15-24 and
discover a long-term modulation, including a decline in SS height and OSF after Cycle 21,

indicating the end of the Modern Grand Maximum.

10.1 Future Work

One of the most important aspects of this thesis has been the reconstruction of the observa-
tionally optimized surface magnetic field evolution over the past century using our newly
developed Surface Flux Transport (SFT) model. This effort provides century-scale surface
magnetic maps of the Sun, offering a powerful resource for investigating the long-term
magnetic and dynamical behavior of the solar surface. For instance, using these recon-
structed maps, we have already addressed the long-standing open solar flux problem by
reproducing its century-scale variations. As a future extension, this dataset can be utilized
to explore other long-term solar variability phenomena and their connection with obser-
vational records—such as total solar irradiance, modulation potential, heliospheric current
sheet tilt variations, and galactic cosmic ray flux. These studies will help establish a more
comprehensive picture of how surface magnetic field evolution influences the broader he-

liospheric environment.
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From a more fundamental perspective, the reconstructed dataset also enables us to
investigate the interplay between nonlinearity and stochasticity in the SFT processes that
govern polar field evolution, and thereby the amplitude of subsequent sunspot cycles. This
aspect can also be further explored using the simplified algebraic prescription introduced
in Chapter 3 of this thesis.

By coupling the SFT models with the coronal magnetic field evolution models, we are
also now well placed to perform the data driven simulations of the solar corona and device
methodologies to move from global structures to exploring eruptive structures which may
give rise to flares and CMEs. Our data-driven coronal magnetic field models can be further
calibrated using direct observations, providing valuable context for upcoming initiatives in
coronal magnetometry. These efforts will help bridge the gap between model-based and
observational constraints, enabling more accurate reconstruction of the coronal magnetic
field. For example, forward modeling of polarization signatures — such as Stokes param-
eters and white-light polarization — can be performed using the magnetic and plasma pa-
rameters derived from our coronal model. The resulting synthetic polarization maps can
then be compared with observations from existing instruments such as MLSO/CoMP and
future missions like DKIST and PUNCH. Such comparisons will be instrumental in val-
idating and refining both the coronal magnetic field models and the next generation of
coronal magnetometry techniques.

Moreover, solar wind forecasting schemes can be developed by coupling our data-
driven SFT models with magnetohydrodynamic (MHD) models of the solar corona and
solar wind, such as HUXt. These coupled models can be calibrated using in-situ mea-
surements from the OMNI database, thereby enabling both solar wind and space weather
predictions. The predictive framework established through this work is also of particular
relevance in the context of recently launched and upcoming space missions aimed at ex-
ploring the solar corona — such as NASA’s PUNCH mission, ISRO’s Aditya-L1 mission,
and ESA’s Proba-3 mission — which together will provide valuable observational inputs to

validate and advance such data-driven modeling efforts.
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